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Figure 2-2: Signal Corps Specification, No. 486 Excerpt [53] 

 

 

Figure 2-3: Leader Radio Requirements Document Excerpt [54] 

 

2.2.2 “Requirements” in Engineering 

 

The aforementioned shall or needs statements have been called requirements as 

early as 1886 when Dr. Schuyler Wheeler presented “The Practical Requirements of 

Small Motors” to The American Institute of Electrical Engineers [55]. The presentation 

sought to encourage development of small motors. There are no explicit requirements, or 
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shall statements, cited because the requirements from Dr. Wheeler’s title are both the 

market case of customer needs and the ability of small motors to meet the efficiencies 

offered by larger motors at the time. This account presents requirements as an understood 

term within engineering. The Wheeler presentation references requirements as a means to 

support the creation of a solution consistent with the proposed theoretical basis. 

 

2.2.3 Groups of Requirements 

 

The term specification can be traced back to at least 1893 in a memorandum 

within Bell Laboratories [56]. Epstein’s “Torpedo” has references to specifications 

around 1897 [57]. While Bell Laboratories would not do business with the military until 

World War I [29], the late 1800s marked the birth of the military-industrial complex 

which relied on specifications to provide Department of Defense (DOD) requirement 

expressions to industry [57]. This practice persists today. Within DOD acquisition, there 

are standards for the format and content of specifications. International Council On 

Systems Engineering (INCOSE) cites MIL-STD-499 as the first milestone in the 

evolution of systems engineering standards [28]. MIL-STD-499 cites MIL-STD-490 and 

MIL-S-83490 for detailed specification forms, types, and practices [58]. All of these 

standards were developed in 1968 and 1969. This collection of formal documentation 

establishes the baseline of recorded terminology and practices in producing 

specifications, including the requirement expressions within them.  
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2.2.4 Systems Engineering and Requirements 

 

Similar to the history of requirements, systems engineering does not have a 

formal start date. In 1962, Arthur Hall wrote A Methodology for Systems Engineering and 

states “…we cannot say exactly when systems engineering began. One can cite examples 

of systems thinking from ancient times, but most writers believe systems engineering to 

be a relatively modern development” [2]. It is accepted that the term systems engineering 

was first used by Bell Laboratories during its development of the national telephone 

network in the early 1940s [59][60]. The definition of systems engineering has been 

tailored to many different programs and companies with common themes of bringing 

components together to create a cohesive system and meeting the needs or requirements 

that initiated the project. This initiation of a project aligns to the striving towards a 

solution as referenced in the proposed theoretical basis. Some differences exist in calling 

it a process [2][28], a multidisciplinary application [3][28], and a profession [28]. From 

the onset of systems engineering as a formally recognized discipline, requirement 

expressions have been a component. 

 

2.2.5 Requirements Engineering 

 

Requirement expressions were given their own “science and discipline concerned 

with analyzing and documenting requirements” in the form of Requirements Engineering 

[9] and has a presence on at least one version of the common systems engineering “V” 

model as shown in Figure 2-4 [60]. Requirements Engineering was named no later than 
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1979 when the TRW Defense and Space group wrote the Software Requirements 

Engineering Methodology in response to several high profile programs failing due to 

poor technical requirements work [7]. 

 

 

Figure 2-4: A Version of the Systems Engineering "V" Diagram [60] 

 

2.2.6 Summary Timeline 

 

Table 2-1 aggregates the milestones regarding the evolution of requirement 

expressions and is provided as a reader reference. 

 
Table 2-1: Requirements Origins Summary Timeline (1829-1979) 

Year Event 

1829 
Formal “stipulations and conditions” presented as requirement expressions 
to contestants developing innovative locomotive engines for the Rainhill 
Trials. 

1886 
The term “Requirements” is used in a technical context to describe user 
needs and developer objectives at a presentation for the American Institute 
of Electrical Engineers. 

1893 
The term “Specification” is used within Bell Laboratories to describe a 
document containing multiple requirement expressions meant to support the 
development of a system. 

Early 
1940s 

Bell Laboratories is attributed with first using the term “Systems 
Engineering”. 
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Year Event 

1962 Arthur Hall publishes A Methodology for Systems Engineering relating 
systems engineering and requirement expressions. 

1968/ 
1969 

Standards regarding the development of specifications and requirement 
expressions arise in the form of MIL-STD-499 and others. 

1979 The emergence of “Requirements Engineering” as a methodology to analyze 
and document requirements. 

 
While much of the evolution of requirements follows the path of systems 

engineering, it should be noted that this research is focused on the origins of requirements 

and requirement expressions. Not all systems engineering milestones are relevant to 

requirements or requirement expressions. 

 

2.2.7 Observations on the History of Requirements 

 

A historical basis defines the context of how something came to be as it is. By 

tracing the history of requirement expressions, one can see how very little change there 

has been to the formatting and intended use of requirement expressions throughout 

history. If it be accepted that the complexity of the world, its problems, or the systems 

used to provide solutions is increasing, this lack of change could be perceived as 

counterintuitive. The static character of the historical basis reflects that change is long 

overdue. Change, not for the sake of change, but for the sake of improving requirement 

expressions to better convey the information and challenges of these increasingly 

complex systems via a neglected aspect of engineering, i.e. requirement expression 

media. 

  



28 

2.3 Types of Information 

 

 As stated in Section 1.3, requirements are a form of information and requirement 

expressions convey that information. Based on the idea that information can be 

represented by multiple types of media, this research sought to better understand the 

types of information available. To identify information types, topics were researched, like 

in Section 2.1 and Section 2.2, using online databases with a focus on journal databases 

such as Google Scholar, INCOSE, and IEEE Xplore. The keywords used to begin this 

research included: “information types”, “information theory”, and “information science”. 

 There was only one (1) scholarly search result for “information types” which is 

detailed in the subsequent section. Information theory is concerned with entropy as it 

considers information to be changes to that which is currently known, and does not offer 

information types [61]. Information science is focused on the storing and retrieving of 

information, therefore “information types” in information science refers to format 

contexts and not to informational content which is the focus of this research [62]. 

 

2.3.1 Six (6) Information Types 

 

 In 1951, Hertz and Rubenstein at Columbia University were sponsored by the 

Office of Naval Research to research team problem-solving [63]. They recognize six (6) 

types of information which are captured in Table 2-2. 

 



29 

Table 2-2: Information Types with Descriptions and Examples 
Information 

Type [63] Description [63] Example 

Conceptual 

“Relates to ideas, theories, and hypotheses about the relationships 
which exist among the variables in the particular field or area of the 
problem, or of areas which in some way may be brought to bear on 
it.” The sources are broad, and it takes effort for people to be open 
to this type of information. It has a low rate of transfer.  

Charles 
Darwin’s 
Theory of 
Evolution 

Empirical 

Experimental data rooted in science or information gathered by 
sense, experimentation, or test. While it has a higher chance for 
error, it “forms the ladder on which the group may climb from the 
framework of concept to the actual solution of a specific problem.” 
This information type has a faster rate of transfer. 

Voltage 

Procedural 
Also known as imperative knowledge. It is information pertaining to 
a method and is used as part of a task. One’s perception of 
procedural information is greatly enhanced with practice. 

Riding a Bike 

Stimulatory This is information meant to create a response and prevent 
stagnation within the team. 

Fight or Flight 
Response 

Policy The expectation of the researcher, what the problem really is, and 
what the researcher is permitted to do.  

Employee 
Handbook 

Directive Information that coordinates the other five (5) types and comes from 
leadership. 

Military 
Commands 

 
 Hertz and Rubenstein go on to acknowledge that their list of information types is 

not exhaustive but represents the most important to those working in a team environment. 

Lastly, these types of information are not independent and can overlap. [63] 

 

2.3.2 Observations on the Types of Information 

 

 Organizing and communicating information supports team research, according to 

Hertz and Rubenstein [63]. Recall from Section 2.1, that systems engineering and theory 

seeks to organize and manage complexity. Systems engineering captures the stakeholder 

needs for a system through requirement expressions and they are conveyed to a team to 

develop a system or solution. Therefore, the information types identified by Hertz and 

Rubenstein are applicable to this research and systems engineering. The information from 

this section of the literature review supports the investigation into the relationship 
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between information types and different media. This is Research Question 2 (Q2): What 

types of information are conveyed by requirement expressions? 

 

2.4 Types of Media 

 

While there is a growing contingent that desires to see a transition from the 

traditional natural language shall statement requirement sentences [64][65][66][67][68], 

requirement expressions have historically been overlooked when considering innovation 

to systems engineering. Consider that Johnson and Day described several model types to 

establish a Discipline of Systems Engineering, but stopping short of offering said models 

as requirement expressions [20][69]. Bruel et al adjudicated a number of media as they 

relate to formalism and systems engineering, but focused on the application of formalism 

to address precision regarding validation [70]. Natural language requirement specification 

ambiguity has been addressed with patterns via Tjong et al [71] and improved structure 

via Carson [72], but neither suggest changing the medium altogether. Otherwise, media 

available to capture requirements are often dismissed with no rigor as shown in the 

INCOSE Guide for Writing Requirements, which acknowledges the shortcomings of 

natural language but arbitrarily claims it to be the “only universal means of expression 

that covers the huge variety of concepts needed” [73]. This research challenges that 

assertion by showing that there are potential opportunities to improve systems 

engineering by using alternate media requirement expressions. 

This research scope included software engineering, electrical engineering, and 

mechanical engineering and explored whether the other means of expressing 
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requirements used by other disciplines can (and should) be adapted into systems 

engineering. These engineering disciplines, herein referred to as “scoped disciplines”, 

were selected based on the availability and accessibility of the standards to the author and 

their use of requirements media distinct from requirements sentences [20]. A literature 

review of their respective standards revealed that these scoped disciplines provide 

additional media opportunities for considerations in this research: model diagrams 

(software engineering and electrical engineering) [74][75], and engineering drawings 

(electrical and mechanical engineering) [76][77][75].  

The scoping of this research to the engineering disciplines of systems, software, 

electrical, and mechanical engineering serves as a starting position for theoretical 

foundations and its findings can be generalized to show an opportunity for alternate 

media requirement expressions in systems engineering. Said differently, this research 

includes a diversity of media to address the assertion that alternate media are viable for 

requirement expressions, however this research does not claim to identify all possible 

applicable media. These different media identified in the scoped disciplines can also be 

related to the information types identified in Section 0. This is the rationale to support 

Research Question 3 (Q3): What types of information are conveyed by the scoped 

engineering media? 

 

2.5 Requirements Expressions Characteristics 

 

Literature from each of the scoped disciplines provided characteristics for their 

requirement media. The literature was reviewed, and factors resulted from common 
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themes within the characteristics. Factors were needed to assess a potential impact or 

difference between current requirement sentences and alternate media requirement 

expressions.  

 

2.5.1 Requirement Sentence Characteristics in Systems Engineering 

 

Within systems engineering, there are many sources of what makes a “good” 

requirement expression [3][22][78][79][80] and how to avoid mistakes in requirements 

expression, all of which are offered for requirement sentences as the default media for 

expressing the requirements [81]. The Institute of Electrical and Electronics Engineers 

(IEEE) source for requirements engineering is a standard shared with ISO and IEC – 

ISO/IEC/IEEE 29148 [82]. A review of this high impact source led to the recognition that 

the INCOSE Guide for Writing Requirements and ISO/IEC/IEEE 29148:2018 have the 

exact same characteristics for both individual requirement sentences and sets of 

requirement sentences [73]. While there are many sources on the subject of requirement 

expressions in systems engineering and requirements engineering [4][78][79][3][80][22], 

this research used the characteristics found in the INCOSE Guide for Writing 

Requirements and ISO/IEC/IEEE 29148:2018 standards as there is precedent for scoping 

research to standards [83]. 

The characteristics of individual requirement sentences and sets of requirement 

sentences are defined in both the INCOSE Guide for Writing Requirements and 

ISO/IEC/IEEE 29148:2018. Those lists and their definitions are captured in Table 2-3 

and Table 2-4. 
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Table 2-3: INCOSE Individual Requirement Characteristics and Definitions [73] 

INCOSE Individual 
Requirement 
Characteristic 

INCOSE Definition 

Necessary 

The requirement defines an essential capability, characteristic, 
constraint, or quality factor. If it is not included in the set of 
requirements, a deficiency in capability or characteristic will 
exist, which cannot be fulfilled by implementing other 
requirements. 

Appropriate 
The specific intent and amount of detail of the requirement is 
appropriate to the level (level of abstraction) of the entity to 
which it refers. 

Unambiguous The requirement is stated in such a way that it can be 
interpreted in only one way. 

Complete 

The requirement sufficiently describes the necessary 
capability, characteristic, constraint, or quality factor to meet 
the entity need without needing other information to 
understand the requirement. 

Singular The requirement should state a single capability, 
characteristic, constraint, or quality factor. 

Feasible 
The requirement can be realized within entity constraints (e.g., 
cost, schedule, technical, legal, ethical, regulatory) with 
acceptable risk. 

Verifiable 
The requirement is structured and worded such that its 
realization can be proven (verified) to the customer’s 
satisfaction at the level the requirement exists. 

Correct The requirement must be an accurate representation of the 
entity need from which it was transformed.  

Conforming The individual requirements should conform to an approved 
standard pattern and style for writing requirements. 

 
Table 2-4: INCOSE Sets of Requirements Characteristics and Definitions [73] 

INCOSE Sets of 
Requirements 
Characteristics 

INCOSE Definition 

Complete 

The requirement set stands alone such that it sufficiently 
describes the necessary capabilities, characteristics, 
constraints, interfaces, standards, regulations, and/or quality 
factors to meet the entity needs without needing other 
information. 

Consistent 

The set of requirements contains individual requirements that 
are unique, do not conflict with or overlap with other 
requirements in the set, and the units and measurement 
systems they use are homogeneous. The language used within 
the set of requirements is consistent. 



34 

INCOSE Sets of 
Requirements 
Characteristics 

INCOSE Definition 

Feasible 
The requirement set can be realized within entity constraints 
(e.g., cost, schedule, technical, legal, ethical, regulatory) with 
acceptable risk. 

Comprehensible 
The set of requirements must be written such that it is clear as 
to what is expected by the entity and its relation to the system 
of which it is a part. 

Able to be Validated 

It must be able to be proven the requirement set will lead to 
the achievement of the entity needs within the constraints 
(such as cost, schedule, technical, legal and regulatory 
compliance). 

 
When utilizing natural language requirement sentences, each of the other scoped 

engineering disciplines used the same characteristics as systems engineering to 

characterize individual requirement sentences and sets of requirement sentences. 

Software engineering uses the same specification documentation to capture requirement 

sentences [74]. Electrical and mechanical engineering capture natural language 

requirement sentences as needed, i.e. when additional information needs to be captured 

but that information cannot be captured with a drawing, in the “Notes” portions of their 

drawings [76][77][75]. This comparison revealed that the expectations for the use of 

natural language in the scoped disciplines is consistent, and it may indicate that natural 

language sentences serve to catch any shortcomings of the complementary medium. This 

concept is further explored in Section 7.2.1.2. 

 

2.5.2 Model Characteristics in Software Engineering 

 

 UML is a widely accepted standard for modeling software. This research uses the 

UML User Guide, which is a high impact source that defines UML and its practice, as the 
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primary source regarding modeling in software engineering [74]. While the INCOSE 

guide provided a specific list, the UML User Guide provides insight into the 

characteristics of software models using direct and indirect language. The literature 

review did not identify a standard list of characteristics for model diagrams such as 

INCOSE has for system requirements. A systematic literature review using the INCOSE 

characteristics as keywords identified passages that addressed similar themes in respect to 

model diagrams. These themes and are captured and compared in Table 2-5 and Table 

2-6 along with relevant passages to support the model characteristic. To illustrate an 

example, consider the sixth row in Table 2-5 which cites the third principle of modeling 

offered in the UML User Guide, “the best models are connected to reality”, a passage that 

directly cites the media and names a characteristic. The theme of realism is similar to the 

INCOSE characteristic “feasible”. This process was repeated while reviewing the UML 

User Guide for characteristics. The applicable text name of the characteristics is drawn 

directly from the cited text to keep the integrity of the source for the upcoming 

comparison.  

 
Table 2-5: UML User Guide Model Characteristics Compared to INCOSE [74] 

INCOSE Individual 
Requirement 
Characteristic 

UML User Guide 
Model 

Characteristic 
Relevant Cited Passage or Rationale 

Necessary Necessary 
Modeling Tip: “Show only relationships 
that are necessary to understand a 
particular grouping of things.” 

Appropriate Appropriate 

First Principle of Modeling: “The choice 
of what models to create has a profound 
influence on how a problem is attacked 
and how a solution is shaped.” 
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INCOSE Individual 
Requirement 
Characteristic 

UML User Guide 
Model 

Characteristic 
Relevant Cited Passage or Rationale 

Unambiguous Unambiguous 

Passage from Overview of UML: UML is 
for specifying which “means building 
models that are precise, unambiguous, 
and complete” 
 
Modeling Tip: “Avoid lines that cross.” 

Complete Complete 

Passage from Overview of UML: UML is 
for specifying which “means building 
models that are precise, unambiguous, 
and complete” 

Singular (Nearly) 
Independent 

Fourth Principle (passage from follow on 
description paragraph): “‘Nearly 
independent’ means having models that 
can be built and studied separately but 
that are still interrelated.” 

Feasible Realistic Third Principle of Modeling: “The best 
models are connected to reality.” 

Verifiable (blank) (blank) 

Correct Precise 

Passage from Overview of UML: UML is 
for specifying which “means building 
models that are precise, unambiguous, 
and complete” 

Conforming Self-Consistent 

Passage from Rules of the UML: “A 
well-formed model is one that is 
semantically self-consistent and in 
harmony with all its related models” 

 
Table 2-6: UML User Guide Model Set Characteristics Compared to INCOSE [74] 
INCOSE Sets of 
Requirements 
Characteristic 

UML User 
Guide Model Set 

Characteristic 
Relevant Cited Passage or Rationale 

Complete Sufficient 

Fourth Principle of Modeling: “No single 
model is sufficient. Every nontrivial 
system is best approached through a small 
set of nearly independent models.” 

Consistent Harmonious 

Passage from Rules of the UML: “A well-
formed model is one that is semantically 
self-consistent and in harmony with all its 
related models” 

Feasible Realistic Third Principle of Modeling: “The best 
models are connected to reality.” 

Comprehensible (blank) (blank) 
Able to be Validated (blank) (blank) 
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 This research did not identify model characteristics to match the requirement 

characteristics of “Verifiable”, “Feasible”, “Comprehensible”, and “Able to be 

Validated”. These differences in the model characteristics and the requirement sentence 

characteristics are addressed in Section 7. 

 The UML guide cites the use of multiple models within software engineering [74] 

which differs from MBSE which utilizes a single model with model diagrams serving as 

perspectives of the single model [84]. While this is a semantic difference, the UML guide 

references to models align with the MBSE concept of model diagrams and therefore this 

information is applicable to the media. 

 

2.5.3 Drawing Characteristics in Electrical and Mechanical Engineering 

 

Research into engineering drawing characteristics for electrical and mechanical 

engineering revealed that a logical representation was defined by the American National 

Standards Institute (ANSI) / IEEE 991 – Logic Circuit Diagrams [75] and physical 

representations were defined by American Society of Mechanical Engineers (ASME) 

Y14.100 – Engineering Drawing Practices [76] and ASME Y14.24 – Types and 

Applications of Engineering Drawings [77]. ASME Y14.100 is a high impact document 

that has been adopted by the Department of Defense since 1997 (per MIL-STD-100G 

[85], MIL-DTL-31000 [86], and MIL-STD 31000 [87]). This research also used ANSI 

Y14.15 – Interconnecting Diagrams [88] which is included for historical purposes as this 

source was used from its inception in 1966, through its latest reaffirmation in 1988, until 

it was withdrawn in 1997 [89].  
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ASME Y14.100 “establishes the essential requirements and reference documents 

applicable to the preparation and revision of engineering drawings”, however most of the 

“requirements” it refers to are attributes of the drawings such as title and revision history. 

These are not the requirements applicable to this research. The primary benefit of ASME 

Y14.100 for this research are its further referred documents for more specific details on 

aspects of engineering drawings which include ASME Y14.24, IEEE 991, and, until 

1997, ANSI Y14.15. The relationship between these documents shows that electrical and 

mechanical engineering, adhere to the same characteristics despite the differences in the 

nature of the media, i.e. the inherent properties of the media 

It should be noted that ASME Y14.100 states that these characteristics of 

drawings are applicable to both digital data and drawings. ASME Y14.24 describes the 

use of tables to capture requirements such as common characteristics are stated once 

while the differences are tabulated, and each item gets a Part or Identifying Number 

(PIN). ASME Y14.24 also allows for the combination of drawing types provided the 

requirements are met for each. Much like the model quality characteristics, the literature 

showed themes consistent with the INCOSE Guide for Writing Requirements which are 

listed and compared in Table 2-7 and Table 2-8. A full rationale is provided in Section 0: 

Appendix A. For example, row one (1) in Table 2-7 shows the IEEE 991 claim that 

diagrams show necessary information which directly states the same characteristic as 

INCOSE. Row two (2) of Table 2-7 relates the engineering drawing characteristic of 

scale to the INCOSE appropriate characteristic as they both are used to ensure the 

representation of the requirement is sufficient and complete for its intended use. Row two 
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(2) of Table 2-8 shows that ASME Y14.24 describes how a complete set of engineering 

drawings is compiled to ensure that development or production can occur. 

 
Table 2-7: Engineering Drawing Characteristics Compared to INCOSE [76][77][75] 

INCOSE 
Individual 

Requirement 
Characteristic 

Engineering 
Drawing 

Characteristic 
Relevant Cited Passage or Rationale 

Necessary Necessary 

IEEE 991: Diagrams should include necessary 
functional symbols to convey conceptual 
principles of a circuit; Diagrams show the 
necessary information for development of a 
circuit or system 

Appropriate Scale 

ASME Y14.100: Drawings should be drawn to 
a scale that depicts all the details of the item 
clearly and accurately 
 
ASME Y14.24: Scale should be applied to 
attain sufficient accuracy and completeness for 
its intended use 

Unambiguous Clear 

ASME Y14.100: Drawings should be drawn to 
a scale that depicts all the details of the item 
clearly and accurately. 
 
IEEE 991: Lines should be legible without 
breaks; Signal names should be concise, 
informative, and unambiguous. 
 
ANSI 14.15a: The term “clear” is used in 
multiple contexts throughout the standard and 
is emphasized for any decisions 

Complete Complete 
ASME Y14.24: Scale should be applied to 
attain sufficient accuracy and completeness for 
its intended use 

Singular Singular 

ASME Y14.100: Duplicate drawings are not 
acceptable unless replacing an original 
drawing. 
 
IEEE 911: A diagram should be prepared for 
each distinct unit, or assembly of units, 
intended to fulfill a defined purpose 

Feasible (blank) (blank) 
Verifiable (blank) (blank) 
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INCOSE 
Individual 

Requirement 
Characteristic 

Engineering 
Drawing 

Characteristic 
Relevant Cited Passage or Rationale 

Correct Accuracy 

ASME Y14.100: Drawings should be drawn to 
a scale that depicts all the details of the item 
clearly and accurately 
 
ASME Y14.24: Scale should be applied to 
attain sufficient accuracy and completeness for 
its intended use 

 
Table 2-8: Engineering Drawing Set Characteristics Compared to INCOSE [76][77][75] 

INCOSE Sets of 
Requirements 
Characteristic 

Engineering 
Drawing Set 

Characteristic 
Relevant Cited Passage or Rationale 

Conforming Consistent 

ASME Y14.100, ASME Y14.24, IEEE 991, 
ANSI 14.15a: The lines, views, lettering, 
dimensions, tolerances, symbols, markings, 
and numbering of engineering drawings need 
to conform to standards.  

Complete Complete 

ASME Y14.24: Drawings should be layered 
based on detail. For instance, a Layout 
Diagram can lead to the creation of multiple 
Detailed Drawings that provide additional 
detail for a particular item. The drawings are 
complete when the detail is enough for 
development 

Consistent Consistent 

ASME Y14.100, ASME Y14.24, IEEE 991, 
ANSI 14.15a: The lines, views, lettering, 
dimensions, tolerances, symbols, markings, 
and numbering of engineering drawings need 
to conform to standards.  

Feasible (blank) (blank) 

Comprehensible Correlated 

ASME Y14.100, ASME Y14.24, IEEE 991, 
ANSI 14.15a: Drawings should be labeled to 
correlate families of drawings together for a 
given system. 

Able to be 
Validated (blank) (blank) 

 
 This research did not identify engineering drawing characteristics to match the 

requirement characteristics of “Verifiable”, “Feasible”, and “Able to be Validated”. 



41 

These differences in the model characteristics and the requirement sentence 

characteristics are addressed in Section 7. 

 

2.5.4 Identifying Requirement Expression Factors across Scoped Disciplines 

 

 The scoped disciplines have characteristics associated with their respective 

requirement expression media. This research sought to identify factors, or categorize 

those characteristics into factors, to support analysis into the potential impacts using 

alternate media in systems engineering. The INCOSE Guide for Writing contains two (2) 

key elements that were used to derive their characteristics: formal transformation and 

agreed-to obligation [73]. This research adapts those elements into factors. 

 The INCOSE key element of formal transformation refers to the capturing of one 

or more needs and, for an individual requirement expression, led to the characteristics 

“Necessary”, “Singular”, “Conforming”, “Appropriate”, “Correct”, and “Conforming” 

[73]. The same key element for a requirement expression set applies to the “Consistent” 

characteristic [73]. As these derived characteristics address the quality of the formal 

transformation of the need, this research uses the same characteristic set to comprise a 

Quality Factor. 

 The second key element of agreed-to obligation refers to the clarity of agreement 

between the “customer and provider” which this research uses as an Accountability 

Factor [73]. The INCOSE characteristics for an individual requirement expression 

derived from the agreed-to obligation key element are “Unambiguous”, “Complete”, 

“Feasible”, and “Verifiable” [73]. For a set of requirement expressions, the characteristics 
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are “Complete”, “Feasible”, “Comprehensible”, and “Able to be Validated” [73]. Table 

2-9 captures the alignment of the factors and the characteristics from INCOSE, along 

with the other scoped media literature. 

 
Table 2-9: Quality and Accountability Factors Aligned to Scoped Media Characteristics 

Factor INCOSE 
Characteristic 

Model Diagram 
Characteristic 

Engineering Drawing 
Characteristic 

Individual Requirement 
Expression Quality 

Factor 

Necessary Necessary Necessary 
Appropriate Appropriate Scale 

Singular (Nearly) Independent Singular 
Correct Precision Accuracy 

Conforming Self-Consistent Consistent 
Requirement 

Expression Set Quality 
Factor 

Consistent Harmonious Consistent 

Individual Requirement 
Expression 

Accountability Factor 

Unambiguous Unambiguous Clear 
Complete Complete Complete 
Feasible Realistic (blank) 

Verifiable (blank) (blank) 

Requirement 
Expression Set 

Accountability Factor 

Complete Sufficient Complete 
Feasible Realistic (blank) 

Comprehensible (blank) (blank) 
Able to be Validated (blank) (blank) 

 

2.5.5 Observations on Requirement Expression Factors 

 

 The gathering, alignment, and comparison of characteristics of requirement 

sentences, model diagrams, and engineering drawings revealed a similarity among the 

scoped disciplines for what constitutes proper use of each of their respective media. Most 

of the characteristics used the same vocabulary to either state or describe the 

characteristic, such as unambiguous, clear, and concise. These concepts applied to both 

individual requirement expressions and sets of requirement expressions. The differences 

in the lists and alignments are discussed as part of the research in Section 7. The 

requirement expression factors allow for a comparison of the scoped media for use within 

systems engineering. 



43 

 

2.6 Media Impact on Cognition Factors 

 

 The previous section described the characteristics of requirements expressions. 

Recall from Section 1.3, this research is considering “requirements engineering” as the 

system under consideration. Therefore, the characteristics identified in the previous 

section serve as the requirements for requirements expressions. The characteristics do not 

fully address the interactions between humans and requirement engineering. This section 

of the literature review delves into those interactions to potentially identify additional 

considerations in comparing the scoped media. 

 

2.6.1 Communication 

 

Based on the literature review in Section 2.1, requirement expressions serve to 

deal with complexity and provide accountability. This is accomplished by properly 

communicating findings or analyses, such as relationships and calculations, between the 

organizational echelons supporting the project. Communication goes beyond writing, or 

capturing of symbols, as it “presupposes the achievement of intended effects of verbal 

action upon the addressee, while speaking and writing do not” [90]. Any mechanism used 

for communication falls under the umbrella of linguistics that includes a number of fields 

such as pragmatics, cognitive psychology, logic, and semantics [90]. 

Pragmatics addresses how communication mitigates ambiguity, which is having a 

plural but finite number of meanings, and vagueness, which is having a single meaning 
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but an indefinite number of potential interpretations [90]. Pragmatics builds on semantics, 

or what is being said, to establish what is being conveyed [90]. This is accomplished by 

including additional context which is derived from cognitive psychology [90]. Linguistics 

supports these concepts by providing structure to language, i.e. words become phrases 

become sentences become requirement expressions become specifications [90]. These 

concepts are applied regularly as standard human behavior challenges what a sentence 

says and compares it to what a speaker is trying to convey [90]. For this reason, 

understanding the belief of the “speaker” is important [90]. 

According to Green, a common understanding of communication is the conduit 

metaphor of communication by which “linguistic expressions are compared to vessels or 

conduits into which thoughts, ideas, or meanings are poured and from which they can be 

extracted, exactly as they were sent, accomplishing a transfer of possession”. The 

implication being that “any failure to communicate must be due to carelessness or 

inattention in choosing or construing linguistic expressions, and that properly chosen 

linguistic expressions do all the work”. Another metaphor is the toolmaker’s paradigm 

which assumes that “linguistic expressions are more like blueprints, from which much 

may be inferred, but with no assurance of correctness”. This implies that the “speaker 

may have incorrect conceptions of what their addressees know, and of what ‘everybody’ 

knows, and be utterly unaware of it”. The toolmaker’s paradigm suggests something 

many requirement developers already know: “crafting a message so that it will convey 

what the speaker wants it to convey to the particular addressee to whom it is addressed is 

an art and requires assumptions about what the addressee believes” and “correctly 

divining what the sender of a message intends the receiver to understand involves real 
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work and a real risk of failure”. The experienced requirement developer knows that the 

requirement needs to provide as much context as possible in a language the reader 

understands. [90] 

The study of pragmatics has many applications to requirements and requirement 

expressions. As requirement expressions are created to work towards a solution, they 

seek to convey the new information added per echelon or hierarchy of derivation within 

the project. Green explains that communication involves a plan, often requirement 

expressions are “hierarchical, and involve subgoals and mediating intentions as well as an 

ultimate goal” [90]. This aligns with the hierarchical and familiar documentation 

structures of requirement expressions across systems, software, electrical, and mechanical 

engineering. 

 

2.6.2 Creativity 

 

In addition to the “shall” constraint from Section 2.1.2, there are other constraints 

applied to today’s requirement expressions, especially requirement sentences [16]. A 

common constraint is the use of canonical form which structures requirement sentences 

to a general form such as Wasson’s <subject> shall <outcome to be accomplished> 

<relational operators> <level of performance> <condition> [3]. Such constraints have an 

impact on creativity as it pertains to problem solving [91]. The requirement sentence 

constraints qualify as both product constraints which limit possible solutions and process 

constraints which limit possible approaches [91]. Constraints can have positive and 
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negative effects on creativity, but overall “process constraints were more likely to inhibit 

creativity” [91].  

 

2.6.3 Mental Models 

 

Recall from Section 1.3 that reading, from the cognitive perspective, “is the 

ability to construct linguistic meaning from written representations of language” [23]. 

Readers construct mental models, or more formally “formal rules theories [within 

psychology] assume that humans construct propositional representations of arguments” 

[92]. When reading, humans begin to construct mental representations about the subject. 

These mental models serve as foundations for spatial deduction applied by reading other 

statements [23][92]. Mental representations and processes both underlie deductive 

reasoning and they are the same “irrespective of an argument’s symbolic representation”, 

i.e. sentences or diagrams [92]. This means that regardless to how the information is put 

into one’s cognition, it is represented there as a mental model. Research has started to 

address the concepts that project teammates may have different mental models [93]. 

Mental representations and processes also “consider working memory load as a 

fundamental source of difficulty in deductive reasoning [and] logical structure is a critical 

factor affecting working memory” [92]. Boudreau and Pigeau’s experiment showed that 

the impact of logical structure indicated significant differences between premises 

displayed as diagrams as opposed to premises displayed as sentences [92]. The term 

diagram refers to “a drawing that shows arrangement and relations” [94], or any 

structural or schematic representation beyond sentence structures, which this research 
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designates as alternate media. The Boudreau and Pigeau experiment used “sentences or 

diagrams to represent the relations among entities, and nouns or images to represent 

entities” [92]. Participants in the experiment received a premise set and then were asked 

to validate a stated relative location between entities. The premise inspection times, 

responses, and response times were collected. The comprehension times associated with 

alternate media were found to be “systematically shorter” compared to sentences, which 

indicates greater ease when creating mental representation from alternate media than 

sentences [92]. 

Similarly, there is Cognitive Load Theory which claims that “human cognitive 

processing is heavily constrained by our limited working memory which can only process 

a limited number of information elements at a time” [95][96]. “Cognitive load increases 

when unnecessary demands are imposed on the cognitive system” [95], therefore 

reducing unnecessary demands reduces the cognitive load and increases the ability for 

cognitive processing. Simplifying the information provides the greatest opportunity for 

understanding, or the ease of information processing helps create understanding. The ease 

associated with certain presentations such as the alternate media addressed in this 

research of information may create a better understanding of what is being conveyed and 

therefore might improve communication, which would be consistent with Green’s 

hierarchy, “subgoals, and mediating intentions” components of communication [90]. In 

short, since individuals create cognitive representations or mental models, 

communication may be more efficient and effective, i.e. requires less working memory 

load, to convey information using alternate media than as words or sentences. 
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2.6.4 Observations on Media Impact on Cognition 

 

The feasibility and potential personal preferences for alternate media requirement 

expressions do not address a reason to change the current systems engineering 

requirement development processes. According to the literature, alternate media present 

several opportunities to improve human cognition, and therefore communication, by 

improving creative opportunities and easing memory load. This research identifies the 

potential impact of these benefits on the requirements engineering process by considering 

these concepts in a Cognition Factor in the evaluation and comparison of alternate media 

requirement expressions. The cognition factor, for the purpose of this research, is 

comprised of communication, creativity, and cognitive burden which represent potential 

areas of impact for alternate media requirement expressions. The factors from Section 2.5 

and Section 2.6 provides a basis for Research Question 4 (Q4): What evidence exists to 

suggest specific engineering media may better communicate specific information types 

compared to current requirement expressions? The factors are compiled into Table 2-10. 

 
Table 2-10: Alternate Media Requirement Expression Factor Composition 

Factor Cognition Quality Accountability 

Composition 

• Communication 
• Creativity 
• Cognitive 

Burden 

• Necessary 
• Appropriate 
• Singular 
• Correct 
• Consistent 

(Set) 

• Unambiguous 
• Complete (Ind. & Set) 
• Feasible (Ind. & Set) 
• Verifiable 
• Comprehensible 
• Able to be Validated 
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2.7 Current Requirements Development Processes 

 

Research to potentially include alternate media should address the selection of the 

media and incorporation of media selection into current practices. Media selection is 

addressed based on the analysis performed in this research in Chapter 8. A generic model 

of the requirements development process has been simplified and summarized into Figure 

2-5 [22][25][97]. First, requirements elicitation collects the operational needs and system 

environment information. Next, the collected information is analyzed to support the 

creation of requirement expressions. Common practice is to develop a draft specification, 

or at least collection, of requirement sentences to submit to a requirement review or 

validation step. This information supports the fifth research question (Q5): What is a 

potential framework for selecting media types for a given requirement information type? 
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Figure 2-5: Summarized Requirements Development Process 

 

2.8 Research Questions Summary 

 

Most requirements within systems engineering are captured in natural language 

sentence structures. If rationale supporting the use of other media to capture requirements 

existed, then the potential benefits of using alternate media could be realized. Once 

alternate media are recognized as feasible to capture systems engineering requirements, 

the actual practice and benefits of those alternate media can be properly assessed. This 

research addresses these concerns by answering the following research questions 

consolidated from the previous sections:  
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• Q1: What is the theoretical basis of requirement expressions? 

• Q2: What types of information are conveyed by requirement sentences? 

• Q3: What types of information are conveyed by the scoped engineering media? 

• Q4: What evidence exists to suggest specific engineering media may better 

communicate specific information types compared to current requirement 

expressions? 

• Q5: What is a potential framework for selecting media types for a given requirement 

information type? 
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CHAPTER 3 

 

3 METHODOLOGY 

  

 The methodology for this research utilizes qualitative strategies and methods that 

support the approach whereby the outputs of a research question are the inputs for the 

next. The research methodology flow is captured in Figure 3-1 and shows the 

relationships between the research questions and their findings. The rows drawn in Figure 

3-1 align with the research questions. The first research question (Q1) conclusion 

proposes the purpose of requirements expressions which is used later in the methodology. 

The second research question (Q2) describes the applicability of information types as it 

pertains to requirement expressions. The findings of Q2, along with scoped media types, 

support answering research question three (Q3) which determines the scoped media 

suitability for the information types. The fourth research question (Q4) takes the purpose 

of requirement expressions from Q1 and the media suitability based on information type 

from Q3 to construct the rationale and present evidence to suggest specific engineering 

media may better communicate specific information types compared to current 

requirement expressions. Lastly, research question five (Q5) takes the findings from Q4 

to establish a potential framework for selecting media types for a given information 

types. The subsequent sections provide the individual methodologies of the research 

questions and may contain methodologies formulated based on the results of preceding 

elements of the methodology. 
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Figure 3-1: Research Methodology Flow 

 

3.1 Methodology for Establishing a Theoretical Basis of Requirement 

Expressions 

 

Q1 asks that this research establish a theoretical basis for requirement expressions. 

This section describes the approach, validation, and application of the methodology used 

to answer Q1.  

 

3.1.1 Approach 

 

This research will use a grounded theory methodology to construct the theoretical 

basis. This naturalistic approach cycles between gathering information and developing 
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theory while focusing on the authenticity of the data [98]. Theoretical sampling begins 

with an initial data collection that leads to subsequent data collections [99]. The initial 

data collection for this naturalistic approach is based on the abstract concept of a 

requirement and works towards requirement expressions. This research uses a discipline-

agnostic search, using a baseline definition of requirement, for theories that address the 

abstract concept of a requirement. Then those theories are related to engineering. The 

second data collection is based on primary sources, or documentation from and about the 

beginnings of formally named systems engineering and systems thinking, for trends, 

themes, and overlapping concepts [14]. The data is collected and categorized leading to 

either additional data collection based on a refined focus of inquiry or, once “salient 

aspects of the phenomenon under study begin to emerge”, inductive analysis, i.e. theory 

crafting [100]. The findings of each collection are converged to craft a theory for 

requirement expressions [101][102]. 

 

3.1.2 Validation 

 

There are several avenues to validation in this qualitative method. First, there are 

the verification strategies of methodological coherence and sampling sufficiency [103]. 

The use of a grounded theory building methodology provides “methodological 

coherence” whereby the “congruence between the research questions and the components 

of the method” is consistent [103]. The answer to this question is a theoretical 

proposition, and such the methodology should build theory. The sample sufficiency 

strategy ensures appropriateness of the sample by insisting on credible, authentic sources. 
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Recall the sampling in this research consists primarily of systematic literature review of 

high impact sources [103].  

Second, the above verification strategies are applied in addition to the validation 

practices of data authenticity and proper analysis. The use of grounded theory building 

methodology has a strong connection to evidence [98]. The evidence in this research 

comes from valid and appropriate sources which provide authenticity. The theory crafting 

or inductive analysis is narrated in this research as concepts are explained, related to 

requirement expressions, and then used as building blocks to craft theory. This 

transparency in theory crafting is a type of systematic relatedness among concepts that 

provides trustworthiness to grounded theory research according to Cho and Lee [99]. A 

key concept of theory crafting is the “deliberation between a micro perspective of the 

data and a macro conceptual/theoretical understanding” [103]. This concept is a valid 

execution of the grounded theory building methodology and allows for findings in the 

data to be applied to different uses and scales. By using seminal works as sources and 

applying transparency to the theory crafting process, this research offers a validly 

proposed theory [101][102]. 

 

3.1.3 Application 

 

To evaluate the progress and innovation of the modern definition of requirement, 

this research analyzes the evolution of an exemplar definition of requirement against the 

proposed theoretical basis. Each iteration of the definition is compared to its predecessor 

to analyze the improvements based on the theoretical basis for requirement expressions 
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proposed in this research. The source for this exemplar definition was limited to the IEEE 

Xplore database based on accessibility, impact ranking, and having multiple iterations of 

a standard definition available. The IEEE is a widely recognized source of engineering 

information and has an established glossary that can be evaluated. While the restriction to 

the IEEE database does limit the investigation to a portion of the engineering community 

and leaves aside the general community, IEEE is the world’s largest technical society and 

therefore this limitation is not detrimental to this research [14].  

 

3.2 Methodology to Determine Information Types Conveyed by 

Requirement Sentences 

 

Q2 seeks to determine the different information types that are conveyed by systems 

engineering requirement sentences. This section describes the approach and validation of 

the methodology used to answer Q2.  

 

3.2.1 Approach 

 

The approach for Q2 has two (2) phases. The first phase is a systematic literature 

review to identify information types or information classifications [70][104]. The second 

phase is a comparative analysis of the identified information types and information 

contained in systems engineering requirement sentences. The comparative analysis 

determines which information types are conveyed in systems engineering requirement 

sentences. 
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3.2.2 Validation 

 

The research to address Q2 bases its validity on two (2) primary qualitative 

research principles: authenticity of data and comparison objectivity [105]. The quality 

and authenticity of the data is addressed by using reputable sources. Objectivity is 

maintained by making a proper comparison [99][105]. Establishing a proper comparison 

for Q2 is detailed in Section 5.2.1. 

 

3.3 Methodology to Determine Information Types Conveyed by Scoped 

Engineering Media 

 

To gain broader insight into requirements, multiple engineering disciplines are 

explored during this research. In addition to systems engineering, this research expands 

the scope to include software engineering, electrical engineering, and mechanical 

engineering and explore whether the other means of expressing requirements used by 

other disciplines can (and should) be adapted into systems engineering. These 

engineering disciplines were selected based on the availability and accessibility of the 

standards to the author and their use of requirements media distinct from requirements 

sentences [20]. These scoped disciplines also scope the media to requirement sentences 

(systems engineering), model diagrams (software engineering and electrical engineering), 

and engineering drawings (electrical and mechanical engineering).  The scoping of this 

research serves as a starting position for theoretical foundations and its findings can be 
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generalized to show an opportunity for alternate media requirement expressions in 

systems engineering. Q3 addresses what information types are being conveyed by these 

scoped engineering media. 

 

3.3.1 Approach 

 

The approach for Q3, like Q2, has two (2) phases. The first phase is a systematic 

literature review to identify the media used by the scoped disciplines and the information 

they convey [70][104]. The second phase is to compare the identified information type 

identified in Q2 and the information contained in the scoped engineering media. The 

comparative analysis determines which information types are conveyed in the scoped 

engineering media. 

 

3.3.2 Validation 

 

The research for Q3 uses the same basis of validity as Q2 and addresses two (2) 

primary qualitative research principles: authenticity of data and comparison objectivity 

[105]. The quality and authenticity of the data is addressed by using reputable sources. 

Objectivity is maintained by making a proper comparison [99][105]. Establishing a 

proper comparison for Q3 is detailed in Section6.2.1. 
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3.4 Methodology to Determine Evidence to Suggest Specific 

Engineering Media May Better Communicate Specific Information 

Types Compared to Requirement Sentences 

 

The evidence to suggest specific engineering media may better communicate 

specific information types compared to requirement sentences is based on the impacts to 

media type factors that this research identifies. The subsequent methodology to address 

Q4 seeks to identify those factors and the potential impacts on those factors if alternate 

media were used. This research includes cognitive psychology as a field of study that 

addresses factors related to media and media-human interactions [90]. 

 

3.4.1 Approach 

 

The approach for Q4, like Q2 and Q3, has the same two (2) phases. The first phase 

is a systematic literature review to identify factors that can be reviewed for potential 

impacts [70][104]. The Cognition, Quality, and Accountability Factors and their 

components are drawn from multiple fields of science using keywords and themes 

established in the research findings of Q1, Q2, and Q3. The second phase is to apply the 

identified factors to the media types to identify potential impacts on those factors from 

the use of certain media on those factors. The findings provide the rationale to support the 

potential inclusion of alternate media in systems engineering requirement expressions. 
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3.4.2 Validation 

 

The research for Q4 uses the qualitative research principles of data authenticity and 

transparent analysis as its basis of validity [103]. The quality and authenticity of the data 

is addressed by using reputable sources. The transparency in analysis is documented in 

this research to provide rationale and repeatability. 

 

3.5 Methodology to Develop a Potential Framework for the Selection of 

Media Types for a Given Requirement Information Type 

 

Finally, to address Q5, a potential framework is constructed for the selection of 

media types for a given requirement information type. The approach, validation, and 

application methodology for this research is described in this section. 

 

3.5.1 Approach 

 

Like Q1, this research will use a grounded theory methodology to construct the 

theoretical basis. The data collection for this naturalistic approach begins with the 

findings of the previous four (4) research questions and expands as the focus of inquiry is 

refined [99][100]. The data collection is used to develop theory, namely heuristics, for the 

selection of engineering media based on the type of information to be conveyed 

[101][102][106].  
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3.5.2 Validation 

 

The same avenues to validation from Q1 apply to Q5. First, there are the 

verification strategies of methodological coherence and sampling sufficiency [103]. The 

answer to this research question is a theoretical proposition of a potential heuristic 

framework, and such the methodology should build a theory. The sample sufficiency 

strategy ensures appropriateness of the sample by insisting on credible, authentic sources. 

For Q5, the sampling is primarily from the previous research questions which have their 

respective bases for validity [103]. For any potential additional sampling, this research 

uses high impact sources [103]. 

Data authenticity and proper analysis are validation practices that are applied in 

addition to the above verification strategies. The use of grounded theory building 

methodology has a strong connection to evidence [98]. The evidence in this research 

comes from the valid research conducted for Q1, Q2, Q3, and Q4 which provides 

authenticity. The heuristic crafting or inductive analysis is narrated in this research as 

concepts are explained, related to previous findings, and then used as building blocks to 

craft heuristics. Recall from Section 3.1.2, this transparency in theory crafting is a type of 

systematic relatedness among concepts that provides trustworthiness to grounded theory 

research according to Cho and Lee [99]. Also recall from Section 3.1.2, the concept of 

deliberation between perspectives is a valid execution of the grounded theory building 

methodology and allows for findings in the data to be applied to different uses and scales 

[103]. Like Q1, the use of authentic data sources and applying transparency to the theory 

crafting process, this research offers validly proposed heuristics [101][102]. 
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3.5.3 Application 

 

The heuristics are formed into a potential framework that can be applied to systems 

engineering requirements development. The heuristics and the framework are applied to a 

real-world requirement document to illustrate their usage. As opportunity for alternate 

media are presented, this research develops a potential representation of said alternate 

media to support a comparison to the original media used in the requirement document. 

The relationship between the potential impacts of Q4 and the illustrations serve as 

evidence to consider using alternate media requirement expressions in systems 

engineering. 

 

3.6 Methodology Summary 

 

 This methodology serves each of the research questions individually and builds 

iteratively from the findings of the research elements. The methodology employs multiple 

qualitative research strategies to address the research questions: systematic literature 

review, comparative analysis, and grounded theory building. Each of the research 

questions adapt the applicable strategies to offer a valid answer. The findings of each 

research question provide evidence into follow-on research questions building a case for 

the inclusion of alternate media requirement expressions in systems engineering. 
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CHAPTER 4  

 

4 THE THEORETICAL BASIS OF REQUIREMENT 

EXPRESSIONS 

  

To revolutionize or innovate requirements, they must be understood at a fundamental 

level. Such an understanding comes from reviewing the timeline from the past to the 

present and establishing the purpose of requirements. Q1 asks what is the theoretical 

basis of requirement expressions? This research answers by inferring a theoretical basis, 

then uses the basis to evaluate an exemplar standard definition of requirement within 

systems engineering. The results set a baseline foundation that allows for systems 

engineering to open the aperture on what qualifies as a requirement expression.  

 

4.1 Establishing a Theoretical Basis 

 

With the methodology from Section 3.1, this research sought to establish a 

theoretical basis for requirement expressions to answer the question of why requirement 

expressions exist. Recall that requirement expressions capture requirements, and 

therefore any theoretical basis of requirement expressions would need to account for a 

theoretical basis of requirements.  

Each of the purposes cited for using requirement expressions, solution creation and 

accountability, present differently based on the engineering project boundary. The project 

boundary delineates the external stakeholders from the internal workings and engineers 
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of the project. When looking at the interaction between external stakeholders and the 

project, the solution creation purpose of requirement expressions is focused on defining 

the problem and understanding the needs of the external stakeholders [3]. The 

accountability purpose of requirement expressions between external stakeholders and the 

project is primarily legal and presents as contracts between the external stakeholders and 

the project [27]. The internal dynamics are different. Internally, a project team uses 

requirement expressions to iterate toward a solution based on the problem space [3]. The 

contrast between external and internal solution creation can be generalized as divergent 

thought for the external to define what is possible and convergent thought for the internal 

to hone in on a solution. Intra-project accountability is not focused on legality, but more 

so the management or assignment of engineering efforts, also known as configuration 

management [107]. Configuration management offers accountability for engineering and 

management roles within the project, but does not have the contractual component of the 

external accountability. Table 4-1 shows the alignment of requirement expression 

purposes and uses by project boundary.  

 
Table 4-1: Requirement Expression Purposes and Uses Aligned by Project Boundary 
Requirement 
Expression 

Purpose 
External to Project Internal to Project 

Solution 
Creation 

Capturing the requesting 
external stakeholder want or 
need 

Iterating and decomposing the 
want or need until a solution is 
found 

Accountability 
Legal accountability between the 
requesting stakeholder and 
project team 

Intra-project accountability 
between disciplines and teams  

 
These uses are presented in a general manner and not meant to be wholly 

inclusive as exceptions and recursions are possible. It is also accepted that requesting 
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stakeholders are considered by many to be part of the project collaboration. The objective 

is to show that there are multiple uses for requirement expressions within the life cycle of 

a project and they are consistent with the purposes presented in this research. These uses, 

distilled from high impact seminal works and their project relationships, imply a 

theoretical basis for requirement expressions as portrayed in Figure 4-1: 

 

 

Figure 4-1: Proposed Theoretical Basis for Requirement Expressions 

 

The proposed theoretical basis for requirement expressions serves as a foundation 

for the consideration of what is and is not a requirement expression regardless of field of 

study. This opens the aperture of desirable characteristics and impact opportunities 

beyond the constraint of today’s system requirement sentences. 

 

4.2 Defining Requirement Expressions 

 

To link current practices to the history of system requirements from the previously 

mentioned origins and evolutions, this research uses formal definitions from a recognized 

and reputable standard to use as an exemplar. While there are a bevy of definitions 

available in various publications and company documents, the IEEE is a widely 

Requirement expressions exist to capture an instance of a want or need of: 
• A requesting external stakeholder that serves as the contractually 

obligated origin of a problem that a project agrees to solve 
• A requesting intra-project authority stakeholder that represents an 

iteration towards a solution to which the receiving intra-project group is 
accountable 
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recognized source of engineering information and has an established glossary that can be 

evaluated over time to create the evolution this research sought. The earliest standard 

definition of requirement within IEEE that this research was able to identify comes from 

1983 [108].  

Each source was checked to account for other definitions of terms that may be 

relevant, such as requirement expression, requirement statement, software requirement, 

and system requirement. Recall that this research has delineated between requirement and 

requirement expression. It is assumed that the definitions of requirement being evaluated 

are meant to define requirement expression and are evaluated as such. Each of these 

definitions are compared to its predecessor to analyze the improvements based on the 

theoretical basis for requirement expressions proposed in this research, hereafter referred 

to as the theoretical basis. 

The definitions are consolidated into Table 4-2 which is presented to act as 

reference for the follow-on sections that elaborate on the definitions and their 

evolutionary progress. Before objectively analyzing the evolution of these definitions, the 

author recognizes the effort that went into determining, maintaining, and updating the 

definition. 

 

4.2.1 1983 – 1990 

 

The American National Standard Institute (ANSI) and IEEE published a glossary 

of software engineering terms in 1983 that originally defined requirement as shown in 

Table 4-2  [108]. This definition is composed of two parts. Part (1) refers to the abstract 
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idea of a need, like the dictionary definition, while also addressing the problem solution 

aspect of the theoretical basis. Part (2) acknowledges the accountability aspect of the 

theoretical basis by explicitly citing contracts, i.e. legal accountability, and leaving a 

general statement to allow for other forms such as intra-project accountability. A notable 

difference between the definition and the theoretical basis is that the definition does not 

address a medium or the act of capturing the condition or capability in a medium. This 

definition is a good start that reflects the theoretical basis and provides the flexibility to 

allow any medium or concept to constitute a requirement. 

 

4.2.2 1990 – 2010 

 

In 1990, the superseding document within ANSI/IEEE offered the exact same 

definition with an amended third part as shown in Table 4-2 [109]. Part (3) acknowledges 

the documentation aspect of a requirement expression. While this could be perceived as 

in alignment with the theoretical basis, there is the issue that the definition is for 

requirement and not requirement expression. This issue is exacerbated by the fact that the 

definition is now applicable to both an abstraction and a documented representation of an 

abstraction. Part (3) is worded such that a documented representation could be a single 

requirement expression or a specification if an entire specification was perceived as 

necessary to represent a condition or capability. This marks a possible origin for the 

overloading of the term that can still be experienced today. If the term can have three 

different meanings, then it could be confusing to know which is being used. The 

definition, including part (3), still provides the flexibility to accept any medium as a 
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requirement expression. Based on this assessment, the new definition was not an 

improvement to its predecessor as it introduced confusion by potentially meaning three 

different things. This definition was reaffirmed in 2002 [109]. 

 

4.2.3 2010 – 2017 

 

 In 2010, IEEE, ISO, and IEC, published a superseding document that would add a 

part (4) to the previous definition, as shown in Table 4-2 [9]. Part (4) is the definition of 

requirement as found in the cited Project Management Body of Knowledge (PMBOK) 

Guide Fourth Edition and has two sentences. The first sentence is recursive as it restates 

part (2) of the definition verbatim. The second sentence is from the PMBOK Guide 

Section 5.1 “Collect Requirements” and expands the list of need sources [110]. While the 

acknowledgement of “other stakeholders” could be perceived to align to the theoretical 

basis and its intra-project use of requirement expressions, the previous definition parts 

already provided the flexibility to include those other stakeholders. This definition did 

not resolve the confusion that arose with the previous iteration and added unnecessary 

language by recursively repeating part (2) and offering a list that is potentially covered in 

the other parts’ flexibility. 
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Table 4-2: Consolidation of IEEE Definitions of “Requirement(s)” from 1983-2017 
Year 1983 1990 (Approved) 

2002 (Reaffirmed) 2010 2011 2017 

Doc. 
ID 

ANSI/IEEE Std 
729-1983 [108] 

IEEE Std 610.12-
1990(R2002) 
(Revision and 

redesignation of 
IEEE Std 729-

1983) [109] 

ISO/IEC/IEEE 
24765:2010(E) [9] 

ISO/IEC/IEEE 
29148:2011(E) 

[111] 

ISO/IEC/IEEE 24765:2017 
[10] 

Doc. 
Title 

IEEE Standard 
Glossary of 
Software 
Engineering 
Terminology 

IEEE Standard 
Glossary of 
Software 
Engineering 
Terminology 

Systems and software 
engineering — 
Vocabulary  

Systems and 
software 
engineering - 
Life cycle 
processes - 
Requirements 
engineering 

Systems and software 
engineering — 
Vocabulary  

Def. 
1 

(1) A condition or 
capability needed 
by a user to solve a 
problem or achieve 
an objective. 

(1) A condition or 
capability needed 
by a user to solve a 
problem or achieve 
an objective. 

1. a condition or capability 
needed by a user to solve a 
problem or achieve an 
objective.  

statement which 
translates or 
expresses a need 
and its associated 
constraints and 
conditions. 

1. statement that translates or 
expresses a need and its 
associated constraints and 
conditions [ISO/IEC TS 
24748-1:2016 Systems and 
software engineering — Life 
cycle management — Part 1: 
Guide for life cycle 
management, 2.41; 
ISO/IEC/IEEE 29148:2011 
Systems and software 
engineering — Life cycle 
processes — Requirements 
engineering, 4.1.19] 

Def. 
2 

(2) A condition or 
capability that 
must be met or 
possessed by a 
system or system 
component to 
satisfy a contract, 
standard, 
specification, or 
other formally 
imposed 
document.  

(2) A condition or 
capability that must 
be met or possessed 
by a system or 
system component 
to satisfy a contract, 
standard, 
specification, or 
other formally 
imposed 
documents. 

2. a condition or capability 
that must be met or possessed 
by a system, system 
component, product, or 
service to satisfy an 
agreement, standard, 
specification, or other 
formally imposed documents 

n/a 

2. condition or capability 
that must be met or 
possessed by a system, 
system component, product, 
or service to satisfy an 
agreement, standard, 
specification, or other 
formally imposed documents 
[IEEE 730-2014 IEEE 
Standard for Software 
Quality Assurance 
Processes, 3.2] 

Def. 
3 n/a 

(3) A documented 
representation of a 
condition or 
capability as in (1) 
or (2). 

3. a documented 
representation of a condition 
or capability as in (1) or (2)  

n/a 

3. provision that contains 
criteria to be fulfilled 
[ISO/IEC 14143-2:2011 
Information technology — 
Software measurement — 
Functional size measurement 
— Part 2: Conformity 
evaluation of software size 
measurement methods to 
ISO/IEC 14143-1, 3.10] 

Def. 
4 n/a n/a 

4. a condition or capability 
that must be met or possessed 
by a system, product, service, 
result, or component to 
satisfy a contract, standard, 
specification, or other 
formally imposed document. 
Requirements include the 
quantified and documented 
needs, wants, and 
expectations of the sponsor, 
customer, and other 
stakeholders. A Guide to the 
Project Management Body of 
Knowledge (PMBOK® 
Guide) — Fourth Edition 

n/a 

4. a condition or capability 
that must be present in a 
product, service, or result to 
satisfy a contract or other 
formally imposed 
specification [A Guide to the 
Project Management Body 
of Knowledge (PMBOK® 
Guide) — Fifth Edition] cf. 
design requirement, 
functional requirement, 
implementation requirement, 
interface requirement, 
performance requirement, 
physical requirement 
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 From 1983 until 2011, IEEE documents would either refer readers to the glossary 

definitions of terms or provide a new or different definition for the context of the 

document [9]. In 2011, ISO/IEC/IEEE 29148 chose to redefine requirement as found in 

Table 4-2 rather than reference the glossary [111]. A comparative analysis of this new 

2011 definition to the steady evolution of the previous definition from 1983 to 2010 led 

to the following observations: 

• Reduction in length – This definition replaced a four-part, multi-sentenced definition 

with a single sentence.  

• Timeliness – this new definition was released a year after the previous update while 

previous definition and document updates had been spanning seven (7) years or more.  

• Same family of documents – The glossary (ISO/IEC/IEEE 24765) is titled “Systems 

and software engineering – Vocabulary” and 29148 is from the “Systems and 

software engineering” family, creating two different definitions within the same set of 

documents. 

• Greater Authority – This new definition was coming from the requirements 

engineering group as 29148 is titled “Systems and software engineering – Life cycle 

processes – Requirements engineering”. 

• Limiting the definition – This requirements engineering definition of requirement 

refers to only a requirement statement, eliminating the association of the abstract need 

or a specification. While the clarity is better, the term in question is still requirement 

and not requirement expression. This is a different type of confusion as now the 

common dictionary understanding of requirement, i.e. an abstraction, differs from the 



 71 

term being used within IEEE engineering efforts, which refers to a medium 

expressing a need. 

 

 This marked a paradigm shift in the IEEE definition of requirement. Situationally, 

a story could be conceived whereby the requirements engineering group did not agree 

with the previous definition and sought to completely revamp a recently released 

definition back to the simplicity of a dictionary definition even within the same family of 

documents. Initial further research attempts did not provide clarity as to motives for the 

change. 

 Comparison to the theoretical basis shows alignment to capturing a need in a 

medium. However, that medium is constrained to a statement, which is assumed to be a 

natural language or text-based model as it is not further defined. The implication is then 

that this definition has removed the flexibility of available media and constrained it to 

natural language to express a need. Additionally, the new definition weakens the 

accountability component. A case could be made that “conditions” refers to 

accountability, but it is more likely referring to the engineering constraints and 

environmental conditions of the need. Either way, the vagueness that allows for such a 

discussion goes towards accepting that the new definition is weaker than the previous 

definition part (2).  When compared to the 2010 definition, the 2011 definition is an 

improvement, however a comparison to the original 1983 definition might prove more 

challenging to assess. While directly associating a requirement with a particular medium, 

i.e. natural language and text, was an innovation, who can say it was a good trade for the 

weaker position regarding legal accountability in the new definition. 
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4.2.4 2017 – Present 

 

Both the 24765 and 29148 definitions were active in their respective documents 

through to 2017. In 2017, a new revision of 24765 provided the four -part definition 

found in Table 4-2 [10]. 

• Part (1) is the verbatim definition from 29148 as indicated.  

• Part (2) has negligible changes from the part (2) portions between 1983 and 2010.  

• The original part (3) language from the 1990 definition has been struck and replaced 

with “a provision that contains criteria to be fulfilled” which is a definition from a 

different family of documents, ISO/IEC 14143-2. The term provision is no less vague 

than “documented representation” and therefore does not address the previous noted 

confusion issue.  

• Part (4) has the updated definition from PMBOK Guide Fifth Edition. 

 

 This definition, to include all four parts, marks another shift for the glossary. 

Whereas previous documents would reference the glossary as the source for definitions, 

now the glossary is a compilation of definitions created by other groups. No single 

definition satisfies the theoretical basis, with parts (1) and (2) coming the closest as 

discussed in the previous assessment between the 2010 and 2011 definitions. 
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4.2.5 Definition Evolution Summary 

 

 All the definitions provided from this research are collected in Table 4-2 to allow 

for a side-by-side comparison of the changes. The definitions provided by IEEE align to 

most of the theoretical basis, namely the capturing of and the contractual accountability 

to meet a want or need. Because the theoretical basis is validly proposed from grounded 

theory methodologies, the differences between the theoretical basis and the definitions 

show how the definitions have either shifted from the purpose of requirements or added 

non-essential constraints to requirements. The contractual accountability portion of the 

definitions could be clarified and bolstered to provide the same emphasis as is placed on 

the capturing of a want or need. The definitions can also be clarified regarding the use of 

a medium or having terms assigned to each the abstraction and the requirement 

expression medium. In many cases, the brevity and openness of the definition allowed the 

reader the flexibility to use requirement expressions according to the theoretical basis. 

The issues of addressing media, avoiding multiple potential meanings, and ensuring 

accountability could be resolved by defining requirement expression instead of 

requirement and including language regarding accountability. Using the proposed 

theoretical basis to define requirement expressions conveys the essential components of 

requirements and allows for alternate media to be considered. 

 

4.2.6 Characteristics of Requirements 
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 The requirement definitions across systems engineering offer what a requirement 

expression is and what it is meant to accomplish but omit the characteristics that make it 

successful. There are several lists which include attributes like verifiable, concise, 

consistent, and containing a unique identifier, which supports accountability [3][28]. 

There are also unnecessary attributes of requirements that may be mandated, such as 

inclusion of the shall verb [3][28]. 

 

4.2.7 Requirement Expression Definition Conclusion 

 

 The shifts that affected the IEEE glossary are reflected in the numerous 

definitions of requirements and requirement expressions throughout systems engineering. 

Many of those community definitions omit the characteristics that make them successful, 

such as a unique identifier, while mandating unnecessary traits, like prescribing the term 

shall. Much like complexity, defining these terms is subjective to organizations who have 

different perspectives and processes. The theoretical basis proposed by this research is 

meant to provide a foundation for definitions by explaining not just what requirement 

expressions are, but why and how they are useful. Therefore, the proposed theoretical 

basis, by focusing on purpose and reducing constraints, better defines requirement 

expressions than the definition series. 

 

4.3 Conclusions 
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 The challenge posed with Q1 was to establish or propose a theoretical basis for 

requirement expressions. This research developed a proposed theoretical basis for 

requirement expressions that determined their purposes is to solve a problem and provide 

accountability. Recall from Section 2.1.3, history shows that requirement expressions 

trace as far back as 1829. The historical basis timeline constructed in Table 2-1 showed 

little change to the formatting and intended use of requirement expressions from 1829 to 

modern times which can be considered counterintuitive to an annually proclaimed 

increase in complexity for the engineering community. This claim was affirmed by the 

analysis of IEEE Xplore database provided definitions of requirements from 1983 to 

2017. Overall, the definitions provided by IEEE align to most of the validly proposed 

theoretical basis, namely the capturing of and the contractual accountability to meet a 

want or need, however some overly constrained the definition and narrowed the scope of 

what could be a requirement expression. Going forward, definitions for requirement 

expressions should account for the theoretical basis and the characteristics that make 

requirement expressions useful. By removing traditional and modern constraints, 

requirement expressions can be reimagined to better describe increasingly complex 

problem spaces and the systems required to solve them. Improving requirement 

expressions begins with determining their desirable characteristics which is the focus of 

Q2. Q1 and Q2 support the viability of alternate media requirement expressions which 

opens the door for Q3 to address why alternate media should be considered for 

requirement expressions. 
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CHAPTER 5 

 

5 THE INFORMATION TYPES CONVEYED BY REQUIREMENT 

SENTENCES 

 

 Requirement expressions capture a need or want. Those needs and wants are 

information that can be categorized by the information types identified in Section 0. 

Categorizing the types of information captured in requirement sentences answers Q2, 

“What types of information are conveyed by requirement sentences?” and sets a 

foundation for further investigating the relationship between information types and 

different media. This research identifies the information captured in requirement 

sentences and then compares the findings to the established information types. 

 

5.1 Information Captured in Requirement Expressions 

 

 There are two (2) approaches to determine the information captured in 

requirement sentences. First, Section 5.1.1 is a systematic review of elicitation practices 

that identifies the information sought to create requirement sentences. Next, Section 5.1.2 

is a systematic review of different requirement sentence types that reveals which are used 

to capture different types of information. Lastly, the observations and findings of this 

process are captured in Section 5.1.3.  
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5.1.1 Information Captured by Requirements Elicitation 

 

 Requirements elicitation is the “process of identifying and collecting stakeholder 

requirements through understanding of the problem and solution spaces” [3]. The process 

includes collecting, documenting, and validating elements of requirement expressions 

[97]. The outputs of the process include concept documents, stakeholder requirements, 

and measures of effectiveness [28]. This research found two (2) lists of conceptual 

information elements for requirements that are sought during the elicitation process. Each 

list is captured below in a separate table along with a brief description of the element: 

Table 5-1 for Alexander and Beus-Dukic and Table 5-2 for Wasson. The two (2) lists 

share the information elements context, assumptions, constraints, and verification 

methods which arguably shows agreement on the conceptual information elements of a 

requirement sentence. The Alexander and Beus-Dukic list includes the requirement 

element “technical terms” which differs from Wasson. Conversely, Wasson includes 

specific considerations, e.g. delivery, enabling systems, and personnel, which are omitted 

in the other list. The differences between the lists are focused on specific considerations 

and show a different perspective to requirement development. These differences, which 

are discussed in Section 5.1.3, appear inconsequential for this research as both lists will 

be evaluated. 

  



 78 

 

Table 5-1: Requirement Elements according to Alexander and Beus-Dukic [97] 
Requirement 
Element [97] Brief Description [97] 

Goals 

A goal is something that a stakeholder wants to achieve. They 
are allowed to be immeasurable, to conflict, and not be 
achievable as they are starting positions that will be refined 
into requirement expressions 

Context Captures what events are to be handled, interfaces, and scope. 
The primary focus is to establish the system boundary. 

Product Use User stories and scenarios to communicate a situation to 
provide situational context 

Qualities and 
Constraints 

Show how people expect the system to be rather than what 
they want it to do. This includes concepts safety, performance, 
reliability, and others. 

Rationale and 
Assumptions 

This information applies mostly to the contentious 
requirements and is provided to ensure clarity going forward. 

Technical Terms, 
Data Definitions 

When terms are clearly defined it reduces confusion and 
allows requirements to be written more simply. 

Acceptance Criteria 
and Verification 

Methods 
Allows for the measurement of products and services 

Priorities Conveys the value of the different wants and needs among 
stakeholders 

 
Table 5-2: Requirement Elements according to Wasson [3] 

Requirement Element [3] Brief Description [3] 

Context The system context at a high level to include any 
other enterprise systems 

Existing Specifications, 
Standards, and Statutory 

Constraints 
Any external constraints that impact the system 

Notes and Assumptions Used to capture contextual clarifications 

Verification Methods Describes how to verify and validate the system 
compliance 

Design and Construction 
Constraints 

These are constraints that are levied on the system 
and system decisions 

Preservation, Packaging, and 
Delivery 

Describe how to get the system to where it needs 
to be delivered 

Enabling System Elements Captures any reliance on other systems such as 
support equipment 

Personnel Elements Distinguishes what the humans will do as 
compared to what the system will do 

Operating Environment 
Conditions 

Describe the operational environment to establish 
the performance needed to achieve system success 
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Requirement Element [3] Brief Description [3] 

Design Performance Criteria Captures the performance envelopes for the 
system 

 

5.1.2 Information Captured by Requirement Types 

 

 Requirements engineering has multiple categories of requirement sentences. This 

research identified three (3) categorizations based on: source, operational value, and 

functionality. These categories are used to group requirement sentences based on the 

information they contain and are therefore relevant to this research. Each of these 

categories are described in the subsequent paragraphs. 

 Requirement sentences can be categorized by source such as Originating, 

Stakeholder, or Derived Requirements [3]. A source designation provides additional 

context and can convey precedent or priority with derived requirement expressions 

sometimes yielding to stakeholder requirements. Source-categorized requirements also 

provide insight into the level of abstraction within a system engineering effort with 

originating and stakeholder requirements as higher-level abstract concepts and derived 

requirements beginning to provide additional context and to reduce abstraction.  

 Requirement sentences can also be categorized by “operational value” such as 

Threshold and Objective requirements which delineates a minimum acceptable system 

(threshold) and meaningful increment of improvement (objective) [3]. Threshold 

requirements can also be viewed as constraints on the engineering effort to meet the 

expectations of the stakeholders. This category can be applied in addition to the source 

categorization, i.e. a stakeholder requirement can be a threshold requirement. 
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 Requirement sentences can also be categorized by functionality which can include 

designations such as Functional Requirements, Non-Functional Requirements, 

Performance Requirements, and Architectural Constraints [3][28][97]. This list varies 

among sources however this research is focused on the content. Functional requirements, 

also called operational requirements, describe “what the system should do” and non-

functional requirements “place constraints on how these functional requirements are 

implemented” [97]. These constraints can be architectural [28], physical [3], design-

based [3], and/or construction-based [3]. Performance requirements capture “how well” a 

system must perform an action [3]. These categories, like the source-based 

categorization, provide insight into the level of abstraction as performance requirements 

reduce abstraction from the concept of “what the system should do” as described in some 

functional requirements. 

 These categories of requirements can overlap. For example, a performance 

requirement could be a threshold requirement that is derived from a stakeholder 

requirement. Also, the types of requirements prescribe some but not all of the information 

conveyed, i.e. requirements can be categorized by the information conveyed, but each 

category is not completely limited to that information. For example, a threshold 

requirement can contain stakeholder concepts or derived constraints. The categories serve 

this research as another approach to evaluate the types of information conveyed by 

requirement sentences, however this approach is complementary to the previous approach 

that compared requirement elements to information types. The requirement types 

described in this section are listed in Table 5-3. 
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Table 5-3: Requirement Types Listed by Category 
Requirement Types by 

Source 
Requirement Types by 

Operational Value 
Requirement Types by 

Functionality 
• Originating 
• Stakeholder 
• Derived 

• Threshold 
• Objective 

• Functional 
• Non-Functional 
• Performance 
• Architecture Constraints 

 

5.1.3 Observations on Information Captured in Requirement Expressions 

 

 There are many elements of information conveyed by requirement sentences. The 

two (2) approaches show overlap in the information captured in requirement elicitation 

activities. The first approach based on requirement elements showed that each list calls 

for context, assumptions, constraints, and verification methods. The lists differ in 

elements that are more specific. The Alexander and Beus-Dukic list included product use, 

data definitions, and priorities, which are omitted from Wasson. The Wasson list includes 

statutory constraints, packaging considerations, enabling system considerations, 

personnel, and operating environment conditions which were not included in the 

Alexander and Beus-Dukic list. These differences show that the lists agree on higher 

concepts, i.e. abstractions, and start to differ at specifics, i.e. lower levels of abstraction, 

and which considerations need to be addressed. The requirement types are categorized by 

context and create an expectation for the reader. These findings are a guide and do not 

hinder the information conveyed by requirement sentences, which is also impacted by the 

level of abstraction that the requirement addresses. The elicitation lists and requirement 

categories provide context to allow this research to properly compare requirement 

element information to the information types identified by Hertz and Rubenstein [63]. 
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5.2 Comparing Requirement Information and Information Types 

 

 The requirement element information identified in the previous section is 

compared to the information types identified in Section 0. Those information types are 

reproduced in Table 5-4. First, the requirement element information is compared to the 

information types. Then the requirement types are compared to the information types. 

These comparisons establish a relationship between requirement expressions and 

information types.  

 
Table 5-4: Information Types with Descriptions and Examples (Identical to Table 2-2) 
Information 

Type [63] Description [63] Example 

Conceptual 

“Relates to ideas, theories, and hypotheses about the relationships 
which exist among the variables in the particular field or area of the 
problem, or of areas which in some way may be brought to bear on 
it.” The sources are broad, and it takes effort for people to be open 
to this type of information. It has a low rate of transfer.  

Charles 
Darwin’s 
Theory of 
Evolution 

Empirical 

Experimental data rooted in science or information gathered by 
sense, experimentation, or test. While it has a higher chance for 
error, it “forms the ladder on which the group may climb from the 
framework of concept to the actual solution of a specific problem.” 
This information type has a faster rate of transfer. 

Voltage 

Procedural 
Also known as imperative knowledge. It is information pertaining to 
a method and is used as part of a task. One’s perception of 
procedural information is greatly enhanced with practice. 

Riding a Bike 

Stimulatory This is information meant to create a response and prevent 
stagnation within the team. 

Fight or Flight 
Response 

Policy The expectation of the researcher, what the problem really is, and 
what the researcher is permitted to do.  

Employee 
Handbook 

Directive Information that coordinates the other five (5) types and comes from 
leadership. 

Military 
Commands 

 

5.2.1 Preparing the Comparison 
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 There are two (2) items to address to ensure a proper comparison of the 

requirement elements, requirement types, and information types: 1) the information types 

must be adapted to this research and 2) the comparison approach needs to be explained. 

Each information type is subsequently elaborated in the context of this research. At the 

end of this section, the comparison approach provides additional context. This allows for 

a proper comparison of the information types, in the context of this research, to the 

requirement elements and requirement types. The information types are bolded for the 

remainder of this section to aid the reader.  

 The conceptual and empirical information types are both broad categories with 

the primary distinction being their respective levels of abstraction. Abstraction is “based 

on the operational semantics of programs […] a program S1 is an abstraction of another 

program S2 if each of the possible execution sequences for S1 consists of a subsequence 

of a possible execution sequence for S2” [112]. Conceptual information captures “ideas, 

theories and hypotheses”, which are more abstract, whereas empirical information is 

“gathered by sense, experimentation, or test”, which is less abstract [63]. This is 

consistent with the definition provided as conceptual information covers or encompasses 

empirical information. These two (2) information types include all information on a 

gradient that is depicted in Figure 5-1. As these two (2) types exist on a gradient, it is a 

challenge to ascertain the transition when conceptual information has reduced its 

abstraction sufficiently to become empirical information. However, it is less challenging 

to identify the ends of the abstraction gradient. For example, a conceptual, high-level 

requirement expression may convey the need for a missile to be effective against a 

specific target whereas its empirical, and possibly derived, complement might specify a 
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measurable range based on the target need. The need for effectiveness is abstract as it 

includes the need for a particular range. This research uses the conceptual information 

type to convey that a requirement element or requirement type is intended to capture 

abstract concepts and the empirical information type to convey that a requirement 

element or requirement type is intended to capture specific or measurable data. This is 

captured in this research as the level of abstraction for the information element being 

compared. 

  

 

Figure 5-1: Conceptual and Empirical Information Related to Level of Abstraction 

 

 This research uses the remaining four (4) information types (procedural, 

stimulatory, policy, and directive) as specific subtypes to the conceptual and empirical 

information types. Note that it is possible for information or an information element to 

not associate with any of the subtypes, i.e. information that is not procedural, stimulatory, 

policy, or directive is still information that can be typed by the intended level of 

abstraction. The subtypes are described in the subsequent paragraphs. 

 The procedural information type, for this research, is directly related to 

information gathered from current or would-be users of the system. Procedural 

information is imperative knowledge that pertains to a method or is used as part of a task 
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[63]. For example, during requirements elicitation for an Army radio system, procedural 

information would be collected from soldiers who have used radios in the field of battle. 

This information type can contain conceptual or empirical information. 

 Stimulatory information is intent on creating a response. From the Hertz and 

Rubenstein perspective of team research, this response is within the engineering team 

[63]. Stimulatory information could challenge the engineering team to target 

performance goals, which are likely empirical, or ensuring consideration is given to 

certain aspects of design, which can be conceptual.  

 The description of the policy information type is a challenge for this comparison. 

The Hertz and Rubenstein description provides three (3) considerations, adapted to this 

research: 1) expectation of the [engineer], 2) what the problem really is, and 3) what the 

[engineer] is permitted to do [63]. The expectation of the engineer, or what is expected of 

the engineer, is a concept applicable to an entire requirement specification as well as the 

individual requirement expressions. Likewise, defining “what the problem really is” is 

the first role of the systems engineer and therefore has wide applicability to the 

information in and around a system engineering effort. Lastly, what the engineer is 

permitted to do is more distinguishable for this research application as it references the 

policies of internal and external stakeholders such as legal, environmental, or procedural 

constraints. The comparison performed in this research applies the policy information 

label to information that addresses the engineering team vice the system or addresses 

policies influencing the system design. This information can vary in abstraction from 

conceptual to empirical. 
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 Directive information coordinates the other information types and comes from 

leadership. A proper systems engineering process includes multiple reviews and 

coordination efforts. These reviews and efforts inject directive information into the 

engineering process, but not necessarily the requirement expressions. Similarly, an 

approved specification within an engineering effort could be implied to comprised of 

directive information. Such an example is more generic than this research aims to be in 

its comparison. The comparison and labeling of directive information within requirement 

elements and requirement types is focused on the specific intent of coordination or a 

specific leadership decision being captured. This information type is more likely to be 

empirical.  

 This research bases the information type comparison on the brief description of 

the respective requirement elements and requirement types, i.e. the information types 

were based on the information specified by the requirement element or requirement type. 

This distinction is important because requirements can contain information types in 

addition to their expected information types. This comparison identifies the expected 

information types for the requirement elements and requirement types. The comparison 

addresses both the level of abstraction and the information subtypes. It is accepted that 

each comparison could potentially contain more information types. It should also be 

reiterated that these information types are known to overlap per Hertz and Rubenstein 

[63]. 
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5.2.2 Comparing Alexander and Beus-Dukic Requirement Elements to 

Information Types 

 

 This section compares the requirement element information from the Alexander 

and Beus-Dukic list [97] (Table 5-1) to the information types from Hertz and Rubenstein 

[63]. Each requirement element is compared based on the approach from Section 5.2.1. 

The comparison concludes with Table 5-5 which captures all the comparisons along with 

an abbreviated rationale for Alexander and Beus-Dukic. 

 The first requirement element to compare is “goals”. Goals, as described in Table 

5-1, are conceptual information that relate ideas together and can be immeasurable. 

However, the concept of a goal applies to requirements at multiple levels of abstraction 

and is permissible to be measurable. For example, design level requirement sentences can 

contain a measurable goal. Measurements are gathered by experimentation, which relates 

to empirical information. A “starting position” that is allowed to be “immeasurable” and 

is intended to be “refined” embodies the stimulatory information type. If a proposed 

starting position were based on imperative knowledge, then the requirement element 

would capture procedural information, however it is not an expected information type. 

The same can be said for policy and directive information which are not expected 

information types for the “goals” requirement element. Goals are expected to convey 

stimulatory information that ranges in abstraction from conceptual to empirical.  

 The next requirement element, “context”, is also subjective based on the level of 

abstraction for the requirement sentence. Stakeholder requirements may be broad or 

conceptual, and therefore represent conceptual information. As the system boundary 
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becomes more defined, i.e. a reduction in abstraction, the information in this requirement 

element becomes empirical. Per this research, conceptual and empirical are the expected 

information types, however context can capture many types of information. If the 

information is imperative knowledge, then procedural information has been provided. If 

the context leads to more questions, then it is stimulatory information. If the context 

limits the engineering efforts, it could be viewed as policy information and if the context 

comes from leadership, it could be perceived as directive. The ability to capture 

information types is not the same as expecting information types, which is what this 

research is comparing, therefore the context requirement element is typed by the 

conceptual and empirical information types. 

 The “product use” requirement element is meant to provide situational context. 

This type of context comes from user stories and scenarios that are based on the 

imperative knowledge of planned or previous users and developers. Imperative 

knowledge is a procedural information type. This information may be offered in 

conceptual or empirical forms; however this research recognizes the specific 

information type called for with this requirement element.  

 “Qualities and constraints” requirement elements convey how the system “should 

be”. This information can include general concepts, such as “ease of use”, that are 

conceptual information. They can include empirical information such as measurable 

constraints. How a system “should be” is related to product use and can represent 

imperative knowledge as well, which means that it could also capture procedural 

information. The constraints described by Alexander and Beus-Dukic are levied against 

the system and not the engineering team, so these constraints do not provide policy 
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information. The qualities and constraints requirement element provides procedural 

information at both conceptual and empirical levels of abstraction. 

 The next requirement element, “rationale and assumptions”, is additional context 

that seeks to reduce confusion. The same information types identified for the “context” 

element apply here, which is conceptual and empirical. The use of “technical terms, data 

definitions” within requirement sentences is to establish coreference and mitigate 

communication issues. Once a term is defined by the project, it can be configuration 

controlled and help coordinate efforts by having the team use the same definition. This 

fits the description for directive information and its specificity is intended to be 

empirical. 

 “Acceptance criteria and verification methods” are a requirement element that 

allows for the measurements of products and services. The criteria are empirical 

information and the verification methods set an expectation for the verification process 

based on empirical information. This expectation aligns with the definition of policy 

information. 

 Lastly, the “priorities” requirement element provides the value of different wants 

and needs. This information coordinates the efforts of the development team and 

therefore serves as directive information. As the design and development efforts make 

decisions, the “priorities” will serve to create discussions and responses, as expected with 

stimulatory information. While priorities may be expressed empirically by ranking or 

priority groupings, they are not always measurable, and the decisions associated with 

addressing multiple priorities can become a conceptual exercise in engineering. 
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 This completes the comparison of the Alexander and Beus-Dukic requirement 

element list to the information types. The comparison results are compiled into Table 5-5. 

Each of the information types and subtypes can be found in requirements sentences 

according to the Alexander and Beus-Dukic requirement element list. Several 

requirement elements were compared to multiple information types which is consistent 

with Hertz and Rubenstein’s claim that the information types overlap [63]. The 

comparison highlighted that most of the requirement elements convey information across 

the gradient of abstraction which can be seen in Table 5-5 as six (6) of the eight (8) 

requirement elements convey both conceptual and empirical information: goals, context, 

product use, qualities and constraints, rationale and assumptions, and priorities. The 

remaining two (2), “Technical Terms, Data Definitions” and “Acceptance Criteria and 

Verification Methods”, focus on empirical information. 

 
Table 5-5: Alexander and Beus-Dukic Requirement Element Information Compared to 

Information Types 
Requirement 
Element [97] 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Goals 
Conceptual 

and 
Empirical 

Stimulatory 

This information is conceptual at 
the higher levels of abstraction such 
as stakeholder requirements and can 
become empirical at the lower 
levels of system design such as 
functional requirements, specifically 
performance requirements. As the 
starting position, this element 
stimulates future responses. 

Context 
Conceptual 

and 
Empirical 

(blank) 
Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Product Use 
Conceptual 

and 
Empirical 

Procedural 
User stories and scenarios to 
communicate the imperative 
knowledge of actual users 
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Requirement 
Element [97] 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Qualities and 
Constraints 

Conceptual 
and 

Empirical 
Procedural 

Safety and reliability are conceptual 
at high levels of abstraction and 
become empirical at lower design 
levels. Safety and environmental 
limits are types of imperative 
knowledge. 

Rationale and 
Assumptions 

Conceptual 
and 

Empirical 
(blank) 

Additional context that supports 
decisions and is focused on 
increasing rate of transfer, i.e. 
mitigating confusion 

Technical 
Terms, Data 
Definitions 

Empirical Directive Establishing terms coordinates 
efforts 

Acceptance 
Criteria and 
Verification 

Methods 

Empirical Policy 

Verification methods are selected 
based on level of verification 
desired which is empirical 
information. The concepts of 
verification and validation relate to 
expectations 

Priorities 
Conceptual 

and 
Empirical 

Stimulatory 
and Directive 

Priorities shape discussions and 
coordinate actions within a system 
engineering effort 

 

5.2.3 Comparing Wasson Requirement Elements to Information Types 

 

 This section compares the requirement element list from Wasson [3] (Table 5-2) 

to the information types from Hertz and Rubenstein [63]. Each requirement element is 

compared based on the approach from Section 5.2.1. The comparison concludes with 

Table 5-6 which captures all the comparisons along with an abbreviated rationale for 

Wasson. 

 The Wasson requirement element list shares multiple elements with the Alexander 

and Beus-Dukic list. Each Wasson element is compared individually with the information 
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types and any similarities with the other list are noted. The first element, “context”, is 

also in the other list and the same information types apply: conceptual and empirical. 

 The requirement element “existing specifications, standards, and statutory 

constraints” matches the explanation and description policy information type as it 

addresses external literal and statutory policies. The use and specifics of any chosen 

standards are leadership decisions and therefore imply directive information. The 

application of these standards or constraints can present conceptually, for example an 

open or modular architecture, or be empirical, e.g. providing standard power outputs. 

 The “notes and assumptions” requirement element is providing additional context 

which has been labeled in the Alexander and Beus-Dukic comparison as conceptual and 

empirical information depending on the level of abstraction being captured. The 

“verification methods” requirement element has been identified as policy and empirical 

information as it set expectations for the verification team based on empirical levels of 

measurement. “Design and construction constraints” are a constraint applied to the 

engineering effort and therefore represent policy information as established in Section 

5.2.1. These constraints can present as conceptual or empirical information similar to 

the “existing specifications, standards, and statutory constraints” requirement element. 

 The requirement element “preservation, packaging, and delivery” is a specific 

consideration that is being emphasized to ensure it is properly considered during design 

and is therefore stimulatory information. The requirement element “enabling system 

elements” refers to reliance on other systems or support equipment. This is another 

specific consideration being emphasized making it stimulatory information. The 

“personnel elements” requirement element is also like the previous two (2) elements as it 
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calls specific attention to the personnel concepts that are applicable to the system, which 

compares with the stimulatory information type. Each of these requirement elements can 

provide conceptual or empirical information based on the level of abstraction needed for 

that requirement sentence. 

 “Operating environment conditions” are a requirement element that describes the 

operational environment to establish performance needs thereby establishing additional 

context with empirical detail and is therefore empirical information. The last requirement 

element according to Wasson, “design performance criteria” refers to performance 

information at a low level of abstraction which consistent with the empirical information 

type.  

 This completes the comparison of the Wasson requirement element list to the 

information types. The comparison results are compiled into Table 5-6. This research 

found the Wasson requirement element list to convey each information type and subtype 

except for procedural information. The comparison highlighted that most of the 

requirement elements convey information across the gradient of abstraction which can be 

seen in Table 5-6 as seven (7) of the ten (10) requirement elements convey both 

conceptual and empirical information: “Context”, “Existing Specifications, Standards 

and Statutory Constraints”, “Notes and Assumptions”, “Design and Construction 

Constraints”, “Preservation, Packaging, and Delivery”, “Enabling System Elements”, and 

“Personnel Elements”. The remaining three (3), “Verification Methods”, “Operating 

Environment Conditions”, and “Design Performance Criteria”, focus on empirical 

information.A comparison between the two (2) requirement element lists is conducted in 

Section 5.3. 
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Table 5-6: Wasson Requirement Element Information Compared to Information Types 

Requirement 
Element [3] 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Context Conceptual 
and Empirical (blank) 

Begins conceptual at higher 
levels of abstraction and 
becomes empirical at lower 
design levels. 

Existing 
Specifications, 
Standards, and 

Statutory 
Constraints 

Conceptual 
and Empirical 

Policy and 
Directive 

Establishes the permissions of 
the system 

Notes and 
Assumptions 

Conceptual 
and Empirical (blank) 

Additional context that supports 
decisions and is focused on 
increasing rate of transfer, i.e. 
mitigating confusion 

Verification 
Methods Empirical Policy 

Verification methods are 
selected based on level of 
verification desired which is 
empirical information. The 
concepts of verification and 
validation relate to expectations 

Design and 
Construction 
Constraints 

Conceptual 
and Empirical Policy Constraints establish 

permissions 

Preservation, 
Packaging, and 

Delivery 

Conceptual 
and Empirical Stimulatory 

Begins conceptual at higher 
levels of abstraction and 
becomes empirical at lower 
design levels. It also brings 
forward the delivery aspect of 
design to ensure it is addressed. 

Enabling System 
Elements 

Conceptual 
and Empirical Stimulatory 

Begins conceptual at higher 
levels of abstraction and 
becomes empirical at lower 
design levels. It also brings 
forward the support equipment 
aspect of design to ensure it is 
addressed. 

Personnel Elements Conceptual 
and Empirical Stimulatory 

Begins conceptual at higher 
levels of abstraction and 
becomes empirical at lower 
design levels. It also brings 
forward the personnel aspect of 
design to ensure it is addressed. 
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Requirement 
Element [3] 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Operating 
Environment 
Conditions 

Empirical (blank) 
Describes the operational 
environment to establish 
performance needs 

Design 
Performance 

Criteria 
Empirical (blank) Performance envelopes are 

empirical 

 

5.2.4 Comparing Requirement Type to Information Types 

 

 This section compares the requirement type list [3][28][97] (Table 5-3) to the 

information types from Hertz and Rubenstein [63]. Each requirement type is compared 

based on the approach from Section 5.2.1. The comparison concludes with Table 

5-7Table 5-6 which captures all the comparisons along with an abbreviated rationale for 

the requirement types. 

 The source category for requirement types includes originating, stakeholder, and 

derived requirements. The source category represents a hierarchy within requirements 

engineering that is rooted in levels of abstraction with originating requirements leading to 

stakeholder requirements that serve as the foundation for derived requirements. Because 

they start at the highest level of abstraction, originating requirements tend to be limited to 

conceptual information. Stakeholder requirements can represent high levels of 

abstraction, i.e. conceptual information, but may also include performance specifics, i.e. 

empirical information, that the stakeholder has already identified. As an engineering 

effort matures, derived requirements are created based on stakeholder requirements. This 

happens at multiple levels in an engineering effort and therefore can span the gradient of 
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abstraction covering both the conceptual and empirical information types. In general, 

derived requirements are more empirical than their predecessor requirements. 

 The operational value category contains threshold and objective requirement 

types. The threshold requirement type represents a minimum attribute which describes 

what the team must accomplish, which is policy information. Threshold requirements can 

contain conceptual or empirical information as the category applies to multiple levels of 

abstraction. The objective requirement type describes an increment of value that is not 

required for success. An increment of value represents a reduction in abstraction which 

aligns with empirical information. The purpose of an objective requirement is to 

stimulate conversation and facility decision making, both of which are characteristics of 

stimulatory information. 

 The last category of requirement types is based on functionality and includes 

functional, non-functional, performance, and architectural constraint requirements. 

Functional requirements contain functionality, which is described at the appropriate level 

of abstraction, therefore this requirement type spans from conceptual to empirical 

information. Non-functional requirements are also developed for multiple levels of 

abstraction and therefore include conceptual and empirical information. Performance 

requirements have been identified as conveying empirical information as they specify 

measurable data that expands on the level of functionality provided by functional 

requirements. Finally, the architectural constraints represent system or design constraints 

applied to the system, i.e. not the engineering team, at multiple levels of abstraction and 

therefore convey conceptual and empirical information types. 
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 The requirement types and information types were compared in this section. The 

comparison results are compiled into Table 5-7. The approach to compare requirement 

types and information types showed only two (2) of the four (4) information subtypes 

were expected: policy and stimulatory. The comparison highlighted the level of 

abstraction being applied to the requirement sentence as can be seen in Table 5-7 with six 

(6) of the nine (9) requirement types conveying both conceptual and empirical 

information: stakeholder, derived, threshold, functional, non-functional, and architectural 

constraint. This reiterates a position that the level of abstraction is an important 

consideration in developing requirements as certai. Section 5.3 evaluates the requirement 

elements, requirement types, and information type comparison in a consolidated format. 

 
Table 5-7: Requirement Type Compared to Information Types 

Requirement 
Type 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Categorized by Source 

Originating 
Requirement Conceptual (blank) 

These requirements are meant to 
be at a high level of abstraction 
and are unlikely to contain 
empirical information 

Stakeholder 
Requirement 

Conceptual 
and Empirical (blank) 

Likely conceptual at higher levels 
of abstraction however they may 
include empirical information, 
particularly if performance is 
specified early. 

Derived 
Requirement 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Categorized by Operational Value 

Threshold 
Requirement 

Conceptual 
and Empirical Policy 

A minimum acceptable system 
attribute qualifies as a constraint 
for success and is therefore policy 
information 

Objective 
Requirement Empirical Stimulatory 

Represents an opportunity to add 
incremental value to the system, 
but is not required for success of 
the system 
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Requirement 
Type 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Categorized by Functionality 

Functional 
Requirement 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Non-Functional 
Requirement 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Performance 
Requirement Empirical (blank) Performance envelopes are 

empirical 

Architectural 
Constraints 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

 

5.3 Consolidating the Comparisons 

 

 The comparison findings from Table 5-5, Table 5-6, and Table 5-7 are 

consolidated into Table 5-8 by aligning the findings to the abstraction levels and 

information subtypes. For example, this research only compared a single requirement 

type, “Threshold”, to the “Policy” information type. By using a table to organize the 

findings by information types, the potential prevalence of each can be inferred and 

differences can be more readily identified. Table 5-8 uses three (3) rows to capture the 

abstraction levels, “conceptual”, “conceptual and empirical”, and “empirical”, to 

illustrate the gradient. The findings of this research comparison found that only the 

originating requirement type was expected to convey conceptual-only information. The 

omission of conceptual-only expected requirement elements is not a flaw since many can 

convey both conceptual and empirical information. On the other side of the gradient, 

seven (7) of the 27 requirement elements and types were intended to convey empirical-

only information: “Technical Terms, Data Definitions”, “Acceptance Criteria and 



 99 

Verification Methods”, “Verification Methods”, “Operating Environment Conditions”, 

“Design Performance Criteria”, “Objective Requirement” and “Performance 

Requirement”. The remaining 19 requirement elements and types were expected to 

convey both conceptual and empirical information as needed.  

 This comparison shows that most requirement sentences convey multiple levels of 

abstraction dependent on the need of the engineering effort. These findings are also 

consistent with the idea that as an engineering effort matures, requirements become more 

empirical. For example, derived requirements are more refined and provide more 

information than the stakeholder requirements on which they are based. Likewise, 

performance requirements specify measurable data that expands on the level of 

functionality provided by functional requirements. A requirement element example 

would include goals and context, supported by rationale and assumptions, becoming 

acceptance criteria and verification methods which is a shift from more abstract concepts 

to empirical information.  

 The comparison findings in Table 5-8 also show that each of the information 

subtypes are conveyed by requirement sentences, at least according to the comparison of 

the Alexander and Beus-Dukic requirement element list. The Wasson requirement list 

includes stimulatory, policy, and directive but, according to this research, omits the 

procedural information type. The omission of the procedural information subtype, based 

on this comparison, does not mean that the Wasson list does not allow for the inclusion of 

procedural information, but rather that there are no requirement elements that expect 

procedural information. The requirement types, which were compared as the second 

approach in this research, aligned with the stimulatory, and policy information types. The 
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requirement types did not compare to the procedural or directive information types. 

Similar to the Wasson list, the omission of information subtypes from this comparison is 

not prohibitive but speaks to the expectation of the information in a requirement type. 

The two (2) requirement element lists provide different perspectives as an engineering 

becomes more refined and less abstract. The Alexander and Beus-Dukic list tries to 

ensure proper coreference and team coordination with the defining of terms and data. The 

Wasson list emphasizes the deployment, use, and maintenance concerns of systems 

engineering by including those specific considerations as requirement elements. The 

omitted requirement elements can be included in either list under another element and 

therefore does not have a large impact on these findings. For example, Alexander and 

Beus-Dukic’s “technical terms” could be potentially included in Wasson as “context” or 

“notes and assumptions”. Likewise, Wasson’s specific considerations could be “context”, 

“product use”, “qualities and constraints”, or “rationale and assumptions” under 

Alexander Beus-Dukic. 

Table 5-8: Information Type Alignment with Requirement Sentence Elements and Types 
Information 

Type [63] 

Alexander and Beus-
Dukic Requirement 

Elements [97] 

Wasson Requirement Elements 
[3] 

Requirement Types 
[3][28][97] 

Abstraction Level(s) 
Conceptual (blank) (blank) • Originating 

Conceptual and 
Empirical 

• Goals 
• Context 
• Product Use 
• Qualities and 

Constraints 
• Rationale and 

Assumptions 
• Priorities 

• Context 
• Existing Specifications, 

Standards, and Statutory 
Constraints  

• Notes and Assumptions 
• Design and Construction 

Constraints 
• Preservation, Packaging, and 

Delivery 
• Enabling Systems Elements 
• Personnel Elements 

• Stakeholder 
• Derived 
• Threshold 
• Functional 
• Non-Functional 
• Architectural 

Constraint 
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Information 
Type [63] 

Alexander and Beus-
Dukic Requirement 

Elements [97] 

Wasson Requirement Elements 
[3] 

Requirement Types 
[3][28][97] 

Empirical 

• Technical Terms, 
Data Definitions  

• Acceptance 
Criteria and 
Verification 
Methods 

• Verification Methods 
• Operating Environment 

Conditions 
• Design Performance Criteria 

• Objective 
• Performance 

Information Subtype(s) 

Procedural 
• Product Use 
• Qualities and 

Constraints 
(blank) (blank) 

Stimulatory • Goals 
• Priorities 

• Preservation, Packaging, and 
Delivery 

• Enabling Systems Elements 
• Personnel Elements 

• Objective 

Policy 

• Acceptance 
Criteria and 
Verification 
Methods 

• Existing Specifications, 
Standards, and Statutory 
Constraints  

• Verification Methods 
• Design and Construction 

Constraints 

• Threshold 

Directive 
• Technical Terms, 

Data Definitions 
• Priorities 

• Existing Specifications, 
Standards, and Statutory 
Constraints 

(blank) 

 

5.4 Conclusions 

 

 Q2 asks “What types of information are conveyed by requirement sentences?”. 

The answer, based on the comparisons of this research, is that requirement sentences 

convey, or should be able to convey, each of the information types:  

• Conceptual 

• Empirical 

• Procedural 

• Stimulatory 

• Policy 

• Directive 
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 The comparison identified shifts in the type of information captured by a 

requirement sentence as the level of abstraction for the system shifted, i.e. an abstract 

system capability is captured conceptually while a system design is empirically 

expressed. The analysis shows that not every component of a requirement sentence or 

requirement type is expected convey both conceptual and empirical information, and 

therefore there are cases where certain levels of abstraction are expected. Similarly, the 

“blank” information subtype assessments indicate that the subtype is not significant for 

many of the requirement types. The value of these two (2) findings is that the ability to 

convey an information type is not constrained by the media type. Because each of the 

information types can be present in requirement sentences, the emphasis of this research 

shifts to research question 3 which asks, “What engineering media conveys specific 

information types?” 
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CHAPTER 6 

 

6 THE INFORMATION TYPES CONVEYED BY SCOPED 

ENGINEERING MEDIA 

  

 This section address research question 3 which asks “What types of information 

are conveyed by the scoped engineering media?” and performs a similar comparison as 

executed in Chapter 5 using the information types identified in Section 0. Categorizing 

the types of information captured in the scoped engineering media addresses the potential 

suitability of using alternate media requirement expressions. If the scoped engineering 

media of model diagrams and engineering drawings can convey the same information 

types as the currently employed requirement sentences, the case for alternate media 

requirement expressions becomes feasible. This research identifies the information 

captured in model diagrams and engineering diagrams and then compares the findings to 

the established information types. Section 6.1 establishes information lists for model 

diagram and engineering drawing media. This allows for a proper comparison which is 

conducted in Section 6.2. The conclusions follow in Section 6.3. 

 

6.1 Information Captured in the Scoped Engineering Media 

 

 Like the second approach from the requirement sentence information 

identification conducted in Section 5.1, this research uses the types or categories of the 

engineering media to establish a basis of information being conveyed by the engineering 
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media. A systematic review of different model diagram types (Section 6.1.1) and 

engineering drawing types (Section 6.1.2) is conducted to identify which are used to 

capture different types of information. Observations from this list establishment process 

are collected into Section 6.1.3. These information lists allow for a proper comparison to 

the information types identified by Hertz and Rubenstein [63]. 

 

6.1.1 Information Captured by Model Diagrams 

 

 This research uses the UML User Guide as its standard for UML [74]. UML uses 

nine (9) types of model diagrams that fall into two (2) major categories [74]. The 

structural diagram category includes the following model diagrams: class, object, 

component, and deployment [74]. The behavioral diagram category includes use case, 

sequence, collaboration, statechart, and activity diagrams [74]. Each of these model 

diagram types are listed along with a description of the information they captured in 

Table 6-1. The structural and behavioral categories of the model diagram type list is 

similar the categories of requirement sentences from Chapter 5 as the diagrams are 

categorized by expected content. Unlike the requirement sentence, this list cites different 

model diagrams, i.e. different model media, that are better suited to convey certain types 

of information. For example, a statechart diagram is stated to best-suited to convey event-

ordered behavior and to model reactive systems. This list of model diagram types and 

their intended information allows for a proper comparison to the information types. 
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Table 6-1: Model Diagram Types with Information Description 
Model 

Diagram Type Information Description [74] 
Structural Diagrams 

Class Diagram Shows a set of classes, interfaces, collaborations, and their relationships, otherwise 
known as the static design view of a system. 

Object Diagram 
Shows a set of objects and their relationships to illustrate data structures. They 
address the same design as a class diagram from the perspective of real or 
prototypical cases.  

Component 
Diagram 

Shows a set of components and their relationships. Primarily used to illustrate the 
static implementation view of a system. 

Deployment 
Diagram 

Shows a set of nodes and their relationships to illustrate static deployment view of an 
architecture. A node can enclose one or more components. 

Behavioral Diagrams 
Use Case 
Diagram 

Shows a set of uses cases, actors, and their relationships to illustrate the static use 
case view of a system and capture system behaviors 

Sequence 
Diagram 

An interaction diagram that emphasizes the time ordering of messages in a dynamic 
view 

Collaboration 
Diagram 

An interaction diagram that emphasizes the structural organization of the objects that 
send and receive messages by organizing the set of objects, their links, and their 
messages. 

Statechart 
Diagram 

Shows a state machine to illustrate a dynamic view of the system and are useful to 
model the behavior of an interface, class, or collaboration. They emphasize the event-
ordered behavior of an object and are useful to model reactive systems. 

Activity 
Diagram 

Shows the flow from activity to activity to include sequential flow, branching flow, 
and the flow of objects within the system. They emphasize the flow of control and 
objects are support modeling system functions. 

 

6.1.2 Information Captured by Engineering Drawings 

 

 This research uses multiple mechanical and electrical engineering standards as 

sources regarding engineering drawings. To identify different types of engineering 

drawings, this research uses ASME Y14.24 which is titled “Types and Applications of 

Engineering Drawings” [77]. There are 13 engineering drawing types which are listed 

along with a description of the information they captured in Table 6-2. The list does not 

contain a higher ordered categorization like the lists for requirement sentences and model 

diagrams. The engineering drawing type list is like the model diagram list as it describes 

the expected information along with which information the media is better suited to 

convey. For instance, a layout drawing could be used to capture a mechanical design, 
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however a mechanical schematic diagram is better suited to capture the information. This 

list of engineering drawing types and their intended information allows for a proper 

comparison to the information types. 

 
Table 6-2: Engineering Drawing Types with Information Description 

Engineering 
Drawing Type Information Description [77] 

Layout Drawing 

Depicts design development requirements as pictorial, notational, or dimensional 
data to the extent necessary to convey the design solution. Can be used to present 
one or more solutions, or sufficient detail for cost estimation and design approval, 
or final development detail sufficient to facilitate assembly drawings. Must be to 
scale and accurate and complete enough for its intended use. 

Detail Drawing 
Provides the complete end-product definition of the part or parts depicted on the 
drawing. Provides maximum clarity in defining a part or parts. Must delineate all 
features of the part. 

Assembly 
Drawing 

Defines the configuration and contents of the assembly or assemblies depicted. 
Contains detailed requirements for one or more parts used in the assembly. There 
must be enough detail to account for identification and orientation of the items. 

Installation 
Drawing 

Provides information, such as dimensional data, hardware descriptions, and general 
configuration information, for properly positioning and installing items relative to 
their supporting structure and adjacent items. Contains functionally related items 
and can also be used when assemblies are large or complex. Must include overall 
dimensions in sufficient detail and interfaces. 

Modifying 
Drawings 

These are altered drawings that are used to delineate alterations to an existing item. 
Must include complete details of the alteration. 

Arrangement 
Drawing 

Depicts the physical relationship of significant items using appropriate projects or 
perspective views. It conveys a general description of the configuration and 
location of significant items. It creates a general understanding of the configuration 
and location. 

Control Drawings 
Discloses engineering form, fit, function, and performance requirement for the 
acquisition of items. They facilitate procurement and must include performance 
requirements, acceptance criteria, and interface characteristics. 

Interface Drawing 
Depicts the physical and functional interfaces of related or cofunctioning items. It is 
used to establish and maintain compatibility between items, coordinate interfaces, 
and communicate design decisions.  

Identification 
Cross-Reference 

Drawing 

An administrative drawing that assigns a compatible identifier to provide a cross-
reference to the original incompatible identifiers.  

Mechanical 
Schematic 
Diagram 

Depicts mechanical and other functional operation, structural loading, fluid 
circuity, or other functions using appropriate standard symbols and connecting 
lines. It is used to convey design information for hydraulic systems, complex 
mechanical systems and critical structural items. 

Electrical / 
Electronic 
Diagrams 

Depict the elements or functions of electrical or electronic items using standards 
and connecting lines or data in tabular form. They are not to scale. They include 
functional block diagram, schematic or circuit diagram, wiring diagram, or 
interconnection diagram.  

Special 
Application 

Drawing 

A category for drawings with specific applications such as a wiring harness 
drawing, cable assembly drawing, and printed board drawing. They include the 
necessary scale, dimensions, tolerances, and accuracy for their intended purpose. 

Drawing Tree Identifies all drawings applicable to an end item or program. 
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6.1.3 Observations on Information Captured by the Scoped Engineering Media 

 

 Both the model diagram types and engineering drawing types share the concept of 

perspective and viewing the same components, items, or functions from multiple 

perspectives and to a level of detail in accordance with what needs to be conveyed. The 

model diagram types can capture structures; however they do not inherently strive to 

convey physical dimensions or location. Alternately, engineering drawings address scale, 

accuracy, dimensions, and location information. There are fewer engineering drawings 

that convey functions and capabilities as compared to the model diagrams. As a result, it 

may be hypothesized that these are levels of abstraction indicate that model diagrams are 

better suited for conceptual information and engineering drawings are better suited for 

empirical information. 

 

6.2 Comparing Scoped Engineering Media Information and 

Information Types 

 

 The model diagram and engineering drawing information identified in the 

previous section is compared to the information types identified in Section 0 and 

reproduced in Table 6-3. First, in Section 6.2.2, model diagram types are compared to the 

information types. Then engineering drawing types are compared to the information types 

in Section 6.2.3. These comparisons establish a relationship between the scoped 

engineering media and information types.  
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Table 6-3: Information Types with Descriptions and Examples (Identical to Table 2-2) 
Information 

Type [63] Description [63] Example 

Conceptual 

“Relates to ideas, theories, and hypotheses about the relationships 
which exist among the variables in the particular field or area of the 
problem, or of areas which in some way may be brought to bear on 
it.” The sources are broad, and it takes effort for people to be open 
to this type of information. It has a low rate of transfer.  

Charles 
Darwin’s 
Theory of 
Evolution 

Empirical 

Experimental data rooted in science or information gathered by 
sense, experimentation, or test. While it has a higher chance for 
error, it “forms the ladder on which the group may climb from the 
framework of concept to the actual solution of a specific problem.” 
This information type has a faster rate of transfer. 

Voltage 

Procedural 
Also known as imperative knowledge. It is information pertaining to 
a method and is used as part of a task. One’s perception of 
procedural information is greatly enhanced with practice. 

Riding a Bike 

Stimulatory This is information meant to create a response and prevent 
stagnation within the team. 

Fight or Flight 
Response 

Policy The expectation of the researcher, what the problem really is, and 
what the researcher is permitted to do.  

Employee 
Handbook 

Directive Information that coordinates the other five (5) types and comes from 
leadership. 

Military 
Commands 

 

6.2.1 Preparing the Comparison 

 

 Like in Section 5.2, a proper comparison needs to be ensured by 1) adapting the 

information types to this research and 2) explaining the comparison approach. The 

information types have already been adapted to this research in Section 5.2.1, including 

the establishment of the abstraction level gradient that exists from conceptual to empirical 

information and the four (4) subtypes of information: procedural, policy, stimulatory, and 

directive. The comparison approach, like that used in Section 5.2, bases the information 

type comparison on the information specified in the brief description of the respective 

model diagram and engineering drawing types. The comparison addresses both the level 

of abstraction and the information subtypes. It is accepted that each comparison could 

potentially contain more information types which is consistent with the overlap described 

by Hertz and Rubenstein [63]. The comparison approach and adapted information types 
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provide for a proper comparison. The information types are bolded for the remainder of 

this section to aid the reader. 

 

6.2.2 Model Diagram Types Compared to Information Types 

 

 This section compares the model diagram types [74] (Table 6-1) to the 

information types from Hertz and Rubenstein [63]. Each model diagram is compared 

based on the approach from Section 6.2.1. The comparison concludes with Table 6-4 

which includes the model diagram type, abstraction level, information subtype, and 

abbreviated supporting rationale. An observation in conducting this comparison is that 

the descriptions for the model diagrams focus on the interactions and relationships of the 

components within the model diagram and not on the content of the components. 

 The class diagram description has a broad list of information whose information 

type is dependent on the level of abstraction and the context of the need being conveyed. 

A class diagram can be used early in system design efforts to capture high level 

abstractions which are conceptual information. As an engineering effort becomes more 

mature and the design takes shape, i.e. becomes less abstract, a class diagram can contain 

detailed information which is empirical. Object diagrams, which are noted as conveying 

the same information as a class diagram from a different view, contain the same 

information types. An object diagram is more likely to contain empirical data based on 

its use for real and prototypical cases but may also begin with conceptual information. 

Similar to the object diagram, the component diagram is more likely to convey empirical 

information as it is used to describe implementation which represents the system design 
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becoming less abstract. This does not preclude a component diagram from beginning 

with conceptual information at higher levels of abstraction. Also, the information 

contained within a component can fall into any information subtype as needed by the 

modeler, however no information subtype was specifically identified based on the model 

diagram description. Lastly, deployment diagrams are used to provide more details of an 

architecture which is similar to the object and component diagrams in that architecture 

represents a shift towards less abstraction for the system. However, an architecture can 

begin as conceptual information before maturing into empirical information. The 

structure diagram type descriptions do not specifically compare with the other 

information subtypes based on their descriptions which focused on the relationships 

between components and not the information contained in the components. Therefore, 

this research asserts that the structure model diagrams are component information 

agnostic and do not inherently contain any of the information subtypes. Note that 

components can contain any information type based on modeler needs. 

 The use case diagram capture system behaviors and are used early in model-based 

systems engineering to support requirement elicitation. The relationships between uses 

and actors is often imperative knowledge discovered during requirement elicitation. 

Imperative knowledge is a component of the procedural information type. Additionally, 

uses case diagrams capture high level system behaviors which are conceptual 

information. 

 The remaining behavioral diagrams, as described, are used along the abstraction 

gradient and therefore are capable of providing conceptual and empirical information. 

These model diagrams each capture the same general information as one another while 
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emphasizing a particular concept: 1) sequence diagrams emphasize time ordering, 2) 

collaboration diagrams emphasize message organization, 3) statechart diagrams 

emphasize event ordering, and 4) activity diagrams emphasize object and control flow 

[74]. These different emphases describe opportunities to include different empirical 

information. While adding more empirical information, these four (4) diagrams, like the 

structure model diagrams, are component information agnostic and do not focus on any 

information subtype. These findings are captured in Table 6-4. 

 The comparison of model diagram types and information types shows that model 

diagrams can convey any level of abstraction, with “use case” being the only exception 

focusing on conceptual information and conveying procedural information subtype. 

This assessment, as scoped for this research, is based on the diagram type and intention 

as it is applied to a system. This scope does not account for applying model diagrams to 

an organization, which would make each diagram type convey policy and possibly 

directive information types. Likewise, if a model diagram was used to capture testing 

information or a test case, then the information being captured would relate to policy 

information. These examples show that model diagrams may potentially include other 

information subtypes, however they were not originally described as such in the UML 

User Guide. The comparison indicates that the model diagram media is suited for 

conveying all levels of abstraction and the procedural information subtype. 
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Table 6-4: Model Diagram Type Compared to Information Types 
Model 

Diagram 
Type 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Structural Diagrams 

Class Diagram Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Object 
Diagram 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Component 
Diagram 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Deployment 
Diagram 

Conceptual 
and Empirical (blank) 

Begins conceptual at higher levels 
of abstraction and becomes 
empirical at lower design levels. 

Behavioral Diagrams 

Use Case 
Diagram Conceptual Procedural 

Use cases capture high level uses of 
the system that often capture 
methods from current or planned 
users of a system, but lacks the 
fidelity to be considered empirical 
information 

Sequence 
Diagram 

Conceptual 
and Empirical (blank) 

Can be conceptual at higher levels 
of abstraction, however it is used to 
inject more empirical information 
into the model. 

Collaboration 
Diagram 

Conceptual 
and Empirical (blank) 

Can be conceptual at higher levels 
of abstraction, however it is used to 
inject more empirical information 
into the model. 

Statechart 
Diagram 

Conceptual 
and Empirical (blank) 

Can be conceptual at higher levels 
of abstraction, however it is used to 
inject more empirical information 
into the model. 

Activity 
Diagram 

Conceptual 
and Empirical (blank) 

Can be conceptual at higher levels 
of abstraction, however it is used to 
inject more empirical information 
into the model. 
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6.2.3 Engineering Drawing Types Compared to Information Types 

 

 Similar to the previous section, this section compares the engineering drawing 

types [77] (Table 6-2) to the information types from Hertz and Rubenstein [63]. Each 

engineering drawing type is compared according to the approach described in Section 

6.2.1. Table 6-5, similar to Table 6-4, includes the engineering drawing type, abstraction 

level, information type, and abbreviated rationale. An observation in comparing the 

engineering drawings is that many are representing objects to be manufactured and 

therefore the information subtypes are rarely described. For example, the procedural 

information that pertains to a physical object and its design has presumably been included 

prior to the development of the engineering drawing representing the object. The 

engineering drawings that do not convey physical objects have a higher potential for the 

designation of the information subtypes. 

 The layout drawing description specifies the inclusion of details to convey the 

design solution. The measurements reflected in the scale, dimensions, and other detailed 

information represent empirical information. A detail drawing provides more detail than 

a layout drawing and therefore conveys empirical information. The assembly drawing 

type is mentioned in the layout drawing description as a related but more detailed 

drawing, thereby also conveying empirical information. Each of these engineering 

drawings represent objects that are to be manufactured. The information subtypes are not 

a focus of the layout, detail, or assembly engineering drawings. 

 The installation drawing type description offers the opportunity for “general” 

information, which allows for more abstract and conceptual information to be conveyed. 
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Even so, there are still expectations for empirical information such as dimensions. 

Modifying drawings include empirical information details, but that information is 

applied to the drawing being altered. The modifying drawing may convey more than 

empirical information, based on the drawing it is modifying, however the focus and 

purpose of the modifying drawing is to convey the empirical information regarding the 

alteration. The alteration is part of a change process that requires leadership approvals, 

and therefore modifying drawings convey directive information. 

 Arrangement drawings do not have specific accuracy restrictions and are expected 

to convey general information about configurations and location. Such information, 

without the need for certain accuracy, represents conceptual information. While this 

general knowledge could be imperatively based, which would make it procedural 

information, or meant to create a response within the team, which would be stimulatory 

information, neither of these scenarios are specified in the drawing description. Control 

drawings provide a wide array of information which presents in multiple information 

types. Conveying the function of a particular item may be dependent on the intended 

level of abstraction, which could be more conceptual than the accompanying engineering 

drawings. The performance information in a control diagram is empirical information. 

The inclusion of procurement language in the control diagram type indicates policy 

information as it pertains to acquisition, contracts, and permissions. Therefore, control 

drawings convey policy information across the conceptual and empirical levels of 

abstraction. 

 Interface drawings contain conceptual information as it pertains to functional 

interfaces and empirical information is included to support conveying physical 
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interfaces. Identification cross-referencing drawings are administrative and manage other 

drawings by establishing identifier practices. This information includes both policy and 

directive information types. The specifics of the identifier practices represent empirical 

information. 

 Mechanical schematic diagrams and electrical / electronic diagrams are similar in 

that they both convey discipline specific information but also functional information. The 

functional information can vary in abstraction and may provide conceptual and 

empirical information. The discipline specific information is more detailed, hence the 

designation of these two engineering drawing types based on disciplines, representing 

empirical information. Neither of these engineering drawing types specify information 

subtypes. 

 The special application drawing type provides for drawings with specific uses that 

convey scale, dimensions, and accuracy. These specific uses and constraints represent 

empirical information. Otherwise, the special application drawing type serves as a catch-

all for engineering drawings that would benefit an engineering effort, and so warrant 

inclusion in a project, but do not qualify as one of the other engineering drawing types. 

By serving as a catch-all, the description does not specify any information subtypes. 

Lastly, the drawing tree is used to organize and coordinate the other diagrams within an 

organization, which compares to the directive information type. As for abstraction, the 

drawing tree represents the abstract concept of organization, which is conceptual 

information, and conducts said organization by using empirical information such as 

grouping components of a power subsystem. 
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 Each of the information types can be found in engineering drawings according to 

the comparison in this research. Several engineering drawing types were compared to 

multiple information types which is consistent with Hertz and Rubenstein’s claim that the 

information types overlap [63]. Empirical information was the most prevalent as it was 

associated with 10 of the 13 engineering drawing types. This is consistent with the 

purpose of most engineering drawings which is to convey design solution such as scale, 

accuracy, completeness, and dimensional information [77]. While engineering drawings 

are capable of conveying each of the information types in appropriate contexts, this 

research contends that engineering drawings are well-suited to convey empirical 

information. 

 
Table 6-5: Engineering Drawing Types with Information Description 

Engineering 
Drawing Type 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Layout 
Drawing Empirical (blank) 

The scale, accuracy, completeness, 
and dimensional information 
needed to properly create this 
drawing conveys empirical 
information 

Detail Drawing Empirical (blank) 

The scale, accuracy, completeness, 
and dimensional information 
needed to properly create this 
drawing conveys empirical 
information 

Assembly 
Drawing Empirical (blank) 

The scale, accuracy, completeness, 
and dimensional information 
needed to properly create this 
drawing conveys empirical 
information 

Installation 
Drawing 

Conceptual 
and 

Empirical 
(blank) 

The general configuration data is 
more conceptual at the higher levels 
of abstraction and the dimensional 
data is empirical. 

Modifying 
Drawing Empirical Directive The complete details of the 

alteration are empirical. 
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Engineering 
Drawing Type 

Abstraction 
Level(s) 

Information 
Subtype(s) Rationale 

Arrangement 
Drawing Conceptual (blank) Creates a general understanding of 

the configuration and location. 

Control 
Drawing 

Conceptual 
and 

Empirical 
Policy 

Functions pertain to conceptual 
information at higher levels of 
abstraction and become more 
empirical at lower levels. The 
performance details are empirical. 
The procurement aspects of these 
drawings are conveying policy 
information. 

Interface 
Drawing 

Conceptual 
and 

Empirical 
(blank) 

Functions pertain to conceptual 
information at higher levels of 
abstraction and become more 
empirical at lower levels. The 
physical interface details are 
empirical. 

Identification 
Cross-

Reference 
Drawing 

Empirical Policy and 
Directive 

This drawing manages attributes of 
other drawings. 

Mechanical 
Schematic 
Diagram 

Conceptual 
and 

Empirical 
(blank) 

Functions pertain to conceptual 
information at higher levels of 
abstraction and become more 
empirical at lower levels. The 
physical interface details are 
empirical. 

Electrical / 
Electronic 
Diagram 

Conceptual 
and 

Empirical 
(blank) 

While the overarching idea for these 
diagrams is conceptual, including 
the lack of scale, the other 
information detailing connections 
are empirical at lower levels of 
abstraction.  

Special 
Application 

Drawing 
Empirical (blank) 

While they include the empirical 
information like the other 
engineering drawings, these special 
applications are a response to a 
particular stimulation.  

Drawing Tree 
Conceptual 

and 
Empirical 

Directive Coordinates the other drawings 
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6.3 Consolidating the Comparisons 

 

 The comparison findings from Table 6-4 and Table 6-5 are consolidated into 

Table 6-6 by aligning the findings to the abstraction levels and information subtypes, the 

same as Table 5-8. By using a table to organize the findings by information types, the 

potential prevalence of each can be inferred and differences can be more readily 

identified. Table 6-6 uses the same three (3) rows as Table 5-8 to capture the abstraction 

levels, “conceptual”, “conceptual and empirical”, and “empirical”, to illustrate the 

gradient. The findings of this research comparison found that the use case model diagram 

and arrangement engineering drawing were expected to convey conceptual-only 

information. On the other side of the gradient, the empirical-only abstraction level was 

identified for zero (0) model diagrams and six (6) engineering drawings: layout, detail, 

assembly, modifying, identification cross-reference, and special application. The 

remaining 14 alternate media, i.e. model diagrams and engineering drawings, were 

expected to convey both conceptual and empirical information as needed.  

 This comparison shows that alternate media can convey multiple levels of 

abstraction. Like the requirement sentence comparison, there is a consistency with the 

idea that as an engineering effort matures, requirement expressions become more 

empirical, i.e. less abstract. For example, the use case diagram is considered the starting 

diagram for UML efforts and it is the conceptual-only focused model diagram. [citation]. 

For the engineering drawings, once components are identified for manufacturing, with 

prototyping being more mature than theoretical design, then layout, detail, and assembly 

drawings are created. This comparison also showed that models, while mostly centered 


