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Abstract
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This study investigates size effects on microstructure, mechanical behavior, and fatigue performance of additively manufactured GRCop-42. Systematic analyses, encompassing changes on powder composition, wall thickness, and heat treatment, was conducted on specimens produced through laser powder bed fusion (L-PBF) and laser powder direct energy deposition (DED) techniques. L-PBF specimens exhibited a reduction in strength and elongation with decreasing thickness, attributed to increasing porosity as specimen’s thickness decreases. Conversely, in DED specimens, decreasing mechanical properties with thickness were associated to surface topography. Emphasizing the non-generalizability of size effects across AM methods. Size effects were also investigated on high cycle fatigue, as tensile properties cannot be readily translated into fatigue properties. Fatigue testing of L-PBF specimens revealed internal defects as operative features responsible for an early fatigue failure, which were remediated by hot isostatic pressing. Fractography unveiled size-dependent fatigue characteristics, particularly an increased presence of brittle features on thinner specimens. This investigation highlights the significance of size effect considerations for GRCop-42 in AM applications.
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I have been impressed with the urgency of doing. Knowing is not enough; we must apply. Being willing is not enough; we must do.

- Leonardo da Vinci

Leave this world a little better than you found it.

- Robert Baden-Powell
Chapter 1. Introduction

Additive manufacturing (AM) has enabled the fabrication of components with intricate geometries while minimizing fabrication steps and the need for post-fabrication machining. This fabrication method has significantly impacted industries by making it easier to produce components with internal channels, delicate features, and complex geometric designs, resulting in substantial cost savings, reduced production times, and diminished material waste. AM’s unparalleled design freedom also permits the reduction in component thickness, leading to a potential reduced weight and increased surface area, a desirable trait in numerous sectors, including industries such as aerospace, automotive, energy, chemical, among others. However, this reduction in size can introduce unique challenges known as “size effects”.

Size effects first surfaced when discrepancies were observed in the mechanical behavior of smaller “witness” specimens compared to their full scale counterparts. These smaller specimens exhibited longer fatigue lives and higher fatigue strength, but these effects could not be uniformly generalized, as they were influenced by the specimen size and specific features arising from the fabrication process.

In addition to the size effects seen in traditionally manufactured components, AM introduces its own set of complexities. Inherent characteristics of
AM, such as surface topography, residual stresses, and internal defects, can have unpredictable consequences, which become more pronounced as component size decreases. Moreover, the grain structure (size, morphology, and orientation), porosity (size, shape, and distribution), and surface topography (roughness and waviness) can be influenced by the solidification rate during AM fabrication process, creating variations in material properties. Even when these inherent features remain unaffected by the build process, the reduced thickness of specimens means that the grains, porosity, and surface topography become a more substantial fraction of the cross-sectional area, directly impacting the mechanical response.

Furthermore, accurate measurement of the specimen’s cross-section becomes crucial in determining yield stress and ultimate tensile stress for AM components, given their unique surface topography. Surface roughness and, to a greater extent, surface waviness can lead to an overestimation of the load-bearing area, which can impact the design, potentially resulting in over-engineering or, worst, premature failure. Therefore, establishing a relationship between the measured area and surface topography is essential to accurately determine the effective load-bearing area of specimens.

To mitigate these manufacturing-induced microstructural features, post-processing techniques such as surface polishing and heat treatments are employed. These post fabrication processes are used with the intent to reduce surface topography, close internal porosity, relieve residual stresses, and homogenize the microstructure. However, post-processing steps add complexity, time, and cost
to component fabrication, and their precise effects on mechanical properties and size effects remain unclear.

The work herein seeks to quantify the size effects on GRCop-42, a material commonly used in rocket combustion engines, using two AM methods; laser powder bed fusion (L-PBF) and direct energy deposition (DED). It is crucial to note that specific size effects are highly dependent on the fabrication process, which cannot be generalized to all AM methods and, instead, need to be individually determined for each deposition technique. The experiments conducted consider surface topography, internal porosity, microstructure, and mechanical response for specimens with varying thicknesses, all fabricated using the same printing parameters for each deposition method. Additionally, this research investigates the impact of hot isostatic pressing (HIP) on mechanical properties and its effectiveness in reducing porosity and enhancing microstructural uniformity as a function of thickness.

The selection of GRCop-42 as the model material stems from its increasing use in aerospace, particularly in rocket propulsion systems where the demand for thin structures to meet stringent certifications, such as NASA-STD-6030 [10], is pressing. Further insights into the practical application of GRCop-42 are presented in Section 2.4.1.
Chapter 2. Background and Literature Review

2.1 Thin Structures

Thin structures are attractive design features primarily for their capacity to offer significant advantages including reduced weight and augmented surface area. These attributes translate into tangible benefits for diverse fields. For instance, thin structures can substantially enhance surface area, making them invaluable in applications such as heat exchangers and chemical catalysis [4]. Moreover, the replacement of fully dense components with thin structures translates directly into reduced overall weight, leading to lower fuel consumption in vehicles ranging from rockets and airplanes to everyday automobiles. This, in turn, results in reduced operational costs and environmental benefits. Additionally, the integration of lattice structures into designs unlocks the potential for intelligent load distribution, which enables the absorption of impact energy and efficient load-bearing, all while maintaining a minimum stiffness [2, 11]. Figure 2.1 illustrates the versatility on thin wall applications. (a) cooling channels, (b) lattice structures, (c) structural components, and (d) lattice structures infills.
While the advantages of thin structures are evident, it is important to recognize that their fabrication is typically a complex and multi-step process, involving the manufacturing of various components, intricate assembly, and meticulous post-processing. These challenges have traditionally limited the widespread adoption of thin structures, however, AM poses a solution to their fabrication. AM removes barriers that have made thin structure production costly, time consuming, and challenging to achieve through conventional manufacturing [12]. With AM, the possibility of building intricate, light-weight structures has become tangible.
2.2 Additive Manufacturing

Additive manufacturing has changed the way manufacturing is perceived in virtually every field, including aerospace, automotive, energy, oil and gas, tool and die, medical, and others [13]. This transformative technology enables the direct fabrication of intricate, geometrically complex components from digital designs, eliminating the need for traditional, labor-intensive processes involving tooling or molding.

This work delves into two prominent additive manufacturing methods: laser-powder bed fusion (L-PBF) and direct energy deposition (DED). These techniques offer unique attributes, each with its own set of advantages and disadvantages, which necessitate careful consideration in both the manufacturing and end-use stages. Figure 2.2 provides schematic representations of both setups: (a) L-PBF and (b) DED.

Figure 2.2: Diagrams showing the different deposition methods setups for (a) L-PBF [5] and (b) DED [6].
In L-PBF, a thin layer of metal powder is evenly distributed onto a vertically movable platform situated within a controlled environment filled with argon or nitrogen to ensure inert conditions. A continuous wave laser scans the pre-defined area based on the input computer-aided design (CAD) file, effectively melting the deposited powder. Subsequently, the platform descends by one layer height, and this procedure is repeated until the entire component is fully constructed, layer-by-layer [14, 15, 16, 12, 17].

In contrast, the DED methods involves the controlled delivery of material from a nozzle into a concentrated heat source, facilitating the deposition of the material onto pre-existing layers [18, 19, 20, 21]. Notably, DED exhibits advantage of reduced constraints on part size compared to other AM techniques, enabling the production of larger components as a single, integrated entities [20]. However, it’s essential to acknowledge that DED typically employs larger-diameter powder particles and requires a higher heat input. While this allows for accelerated deposition rates, it also results in thicker walls and coarser surface features compared to methods such as L-PBF [1, 22, 23].

The AM deposition process can also gives rise to a distinct set of defects that can impact the structural integrity and functionality of fabricated components. These defects arise from the complex interplay of process parameters, material characteristics, and the layer-by-layer deposition approach used in AM, including residual stresses due to rapid solidification and thermal gradients between layers, irregular shape porosity due to incomplete powder melting during
the layer build-up, spherical porosity from entrapped gas bubbles, among others [24, 25, 26, 27].

It is important to note that the characteristics and prevalence of these defects (shape, size, orientation, density, and location) are highly dependent on the specific AM process, parameters, and material composition. For example, insufficient energy leads to lack of fusion (LoF) defects and lack of bonding between deposited layers. In contrast, high power may vaporize the powder and entrap gases in the melt pool [27]. Additionally, the layer-to-layer deposition method results in a thermal gradient between the layer’s top and bottom, leading to geometrical deviations from the CAD file [28, 16] and also giving rise to residual stresses [29].

The characteristic defects inherent to AM processes can significantly impact the mechanical properties of fabricated components. It has been shown in [12] that mechanical properties in L-PBF components, such as ultimate tensile strength (UTS), may exhibit a reduction of approximately 20% to 25% compared to conventionally manufactured counterparts, i.e., hot-rolled parts, this is particularly true for components in the as-built condition (no post-processing heat treatment). This discrepancy in mechanical properties is likely related to stress concentrations during loading caused by residual porosity.

2.3 Size Effects

Evidence of the study of size effects on the strength of materials can be dated back to scientists such as Leonardo da Vinci (1500’s), Galileo (1638), and
Mariotte (1686) [30]. Where Leonardo da Vinci experimented with the strength of iron wires of a given thickness of various wire lengths, Leonardo suspended a basket using a wire and slowly filled the basked with sand, once the wire breaks, a spring stops the sand from flowing and the sand on the basket can be weighed to establish the tensile strength of the wire [31]. Leonardo found that the strength of the wire was inversely proportional to its length [30]. Mariotte contributed further to the study of size effects and concluded that the strength of a "rope" was independent of its length as long as there was no flaws within it [30].

Following these experiments, the next recorded evidence of the study of size effects is found on Griffiths work. Griffith experimentally determined that the strength of glass fibers increased from approximately 291MPa to 3.39GPa as the diameter decreased from 0.1mm to 0.003mm [32], which was determined to be due to the presence of flaws in the fiber. These experiments established the basis for the statistical size effects, consisting of the weakest link model and extreme value statistics, which was completed by Weibull with a new statistical distribution method: The Weibull distribution [30, 33].

More recently, size effects are assessed to investigate variations in mechanical properties as the size or scale of a component changes. Mechanical properties of materials are routinely assessed through laboratory experiments conducted on small-scale specimens, serving as representative proxies, or "witness", for the actual components. This practice is adopted to circumvent the challenges associated with testing full-scale components. Nevertheless, it is imperative to recognize that the mechanical behavior of thin specimens cannot be assumed to mirror that of
bulk specimens. Consequently, an in-depth examination of how specimens size influences material properties is indispensable [34]. The study of specimen size effects can be categorized into three distinct domains [34, 35]:

1. **Statistical size effects:** These defects revolve around the probability of finding flaws within a region increases with the increased volume of the stressed region.

2. **Geometrical size effect:** This aspect pertains to alterations in the stress gradient and their impact on the fatigue life. In essence, reducing the size of structural notches diminishes the fatigue life of the material.

3. **Technological size effects:** These effects stem from variations in the fabrication process, giving rise to different microstructures, surface characteristics (such as roughness and waviness), and residual stresses within the final component.

   It is noteworthy to emphasize that technological size effects are intricately intertwined with the specific fabrication methods employed. Consequently, different manufacturing approaches will engender distinct sources of size effect. Furthermore, the role played by inherent features, such as internal defects and surface topography, in influencing material yielding and failure will exhibit variations.

   The origin of size effects in AM components can be attributed to several contributing factors, encompassing aspects related to fabrication or experimental method, the microstructural characteristics, and the morphological attributes of
specimens. Figure 2.3 provides a chart with the origin of size effects in AM components.

![Diagram showing the possible origin for size effects dependent on the fabrication process.](image)

**Figure 2.3:** Diagram showing the possible origin for size effects dependent on the fabrication process.

Although this list provides an initial framework for understanding the sources of size effects, it is not exhaustive as different deposition techniques lead to different features. The variation in fabrication processes, characterized by differing environmental condition, feedstock materials, energy sources, and deposition procedures, imparts a unique fingerprint to the size effects observed in each case. Thus, it is necessary to meticulously discern the distinctive features contributing to size effects within each individual AM process.

While defects arising from AM methods are detrimental to the mechanical properties of components, including strength and elongation, they can be remediated post-fabrication through the application of heat treatments and ma-
chining, at the expense of additional fabrication cost and time. For instance, HIP has demonstrated effectiveness in mitigating internal defects in AM components [36, 37, 38, 39]. However, it is necessary to acknowledge the limitations of HIP, as it exhibits limited impact on surface-connected pores and near-surface porosity [38, 39]. Furthermore, HIP’s efficacy has been observed to decrease as the thickness of GRCop-42 diminishes from 2mm to 0.7mm [40], and the non-closure of porosity in AM thin parts, such as lattice structures [2]. Additionally, larger pores might undergo flattening during HIP, rendering them undetectable via micro-computed tomography (µCT) and potentially detrimental to fatigue life [27]. Therefore, while avenues exist for mitigating AM defects, the defect’s impact on AM components necessitates comprehensive investigation and understanding.

2.4 Copper Alloys

Copper alloys are highly sought after for applications requiring high conductivity and mechanical strength simultaneously. In addition to these advantageous properties, copper alloys exhibit remarkable resistance to corrosion and oxidation, good machinability, hydrogen compatibility, and remain cost effective for numerous industrial applications [41]. While pure copper boasts an exceptional thermal conductivity, with values typically falling within the range of 400 W m⁻¹ K⁻¹, in stark contrast to materials such as nickel (90 W m⁻¹ K⁻¹) and titanium (20 W m⁻¹ K⁻¹) [42], it faces limitations in terms of strength at elevated temperatures. Consequently, the incorporation of alloying elements becomes imperative in scenarios demanding both high thermal conductivity and mechanical strength.
Within the realm of copper alloys, numerous candidates have garnered attention as suitable contenders for applications requiring high conductivity and mechanical strength simultaneously. Examples include NARloy-Z (Cu-Ag-Zr), C18150 (Cu-Cr-Zr) AMZIRC (Cu-Zr) and GRCop (Cu-Cr-Nb), with NARloy-Z having found utilization in the space shuttle engine until its final mission in 2011. However, despite its noteworthy attributes, NARloy-Z exhibited certain limitations, particularly in terms of reusability and operational temperature ranges. These limitations led to a renewed interest on research and development endeavors, aimed at identifying and tailoring copper alloy formulations capable of enduring and excelling in the demanding environments encountered by components such as rocket engine combustion chamber liners [7, 43].

2.4.1 GRCop Alloys

Within the spectrum of copper alloys, one notable mention is the GRC alloy family, originally developed by NASA Glenn Research Center in 1986 to be used in rocket combustion chambers [44, 45, 46]. It offers improved mechanical strength (ambient temperature ultimate tensile strength between 350 and 700MPa, compared to 300MPa for pure copper) while maintaining 70 to 85% the thermal conductivity of pure copper [42, 47, 48, 49, 17]. To date, the GRC alloy family has seen the maturation of two distinct compositions: GRCop-84 (Cu, 8 at% Cr, 4 at% Nb) and GRCop-42 (Cu, 4 at% Cr, 2 at% Nb). Figure 2.4 shows a GRCop (Cu-Cr$_2$Nb) phase diagram calculate by Menneci et al [7].
Figure 2.4: Cu-Cr$_2$Nb phase diagram [7] calculated from Zinkle et al. [8].

The boxed red dashed lines shows a magnified view of the alloy composition, revealing a distinct lack of solubility of Cr$_2$Nb within the Cu matrix. Consequently, GRCop has two distinct phases, Cu and Cr$_2$Nb. Notably, Cr$_2$Nb intermetallic phase has two polymorphs [7, 8], a solid that can be arranged in more than one crystal structure, a C14 - hexagonal unit cell, and a C15 - cubic unit cell. From the Cu-Cr$_2$Nb phase diagram, it becomes evident that below approximate temperature threshold of 1350°C, the cubic (C15) Laves phases of Cr$_2$Nb commence precipitating within the copper matrix. Where the C15 Laves
phase has a face centered cubic (FCC) crystal structure characterized by four interpenetrating layers, which effectively inhibit dislocation at lower temperatures.

Both compositions, GRCop-84 and GRCop-42, leverage the advantageous attributes of chromium and niobium, both of which exhibit a low solubility in copper and a high affinity for each other. Through alloying, these elements form intermetallic compounds, $\text{Cr}_2\text{Nb}$ intermetallic phase, which disperses within the copper matrix. The precipitation imparts a considerable strength increase in the alloy strength, achieved through a dispersion strengthening mechanism, while preserving an almost pure copper matrix that retains its high thermal conductivity. In essence, the GRC family embodies a unique set of qualities, including low thermal expansion, high thermal conductivity, high ductility, high operating temperature, high oxidation resistance, high low-cycle fatigue strength, and low creep rate [49, 50, 51]. These combination of properties renders GRCop alloys highly desirable for a diverse array of applications, particularly those demanding a high thermal conductivity while maintaining high mechanical strength.

Recently, GRCop-42 has become favored over GRCop-84 as a material of choice for rocket engine combustion chamber liners due to the increased thermal conductivity and maturing additive manufacturing supply chain [52]. The increased copper content in GRCop-42 results in a 5 to 8% increase in thermal conductivity and increased ductility in the HIP condition over GRCop-84 while maintaining comparable mechanical strength. Furthermore, GRCop-42 enables simplified powder atomization, as the reduced Cr and Nb content lowers the alloy’s melting temperature. This decreases the likelihood of clogging the
atomization nozzle compared to GRCop-84 [52]. Additionally, build times are reduced for GRCop-42, as indicated in [52], since the layer thickness for successful GRCop-42 prints can be increased compared to GRCop-84. It is worth noting that these improvements are achieved at the expense of reduced fatigue strength. However, GRCOP-42 still satisfies the design requirements for reusable high heat flux applications [52, 17, 53].

As stated previously, GRCop alloys are well suited for applications requiring high thermal conductivity and high mechanical strength, one such application is in regeneratively cooled combustion engines. Figure 2.5 provides a depiction of a regeneratively cooled combustion chamber featuring a GRCop internal liner and a external jacket for structural support.
Figure 2.5: Part (a) shows a magnified view of the cooling channels [1] inside of a (b) regeneratively cooled combustion chamber [9].

Regeneratively cooled combustion chambers contain internal channels to flow high-pressure liquid or gaseous propellants. This configuration serves the dual purpose of preheating the fuel and preventing the combustion chamber...
from overheating. During operation, these chambers experience elevated temperatures, ranging from approximately 400°C and 700°C [49], on the combustion side, while simultaneously handling high-pressure conditions and cryogenic temperatures within the internal channels. These operational conditions result in substantial thermal gradient, leading to thermal stresses, and endure high pressure, up to, or even greater than, 41MPa [17]. Consequently, they require materials capable of functioning both as efficient thermal conductors and structurally resilient components, making GRCop alloys an ideal choice.

2.4.2 Strengthening Mechanisms

GRCop alloys are dispersion strengthened by the addition of Cr and Nb particles. A 2:1 CrNb ratio is desired for all the Cr and Nb to combine and form an insoluble Cr$_2$Nb intermetallic, preserving the electrical conductivity of copper. However, an excess of Cr is used to ensure all Nb is combined to prevent the formation of niobium hydride during operation [46]. Additionally, Cr$_2$Nb is resistant to coarsening at high temperatures, effectively pinning grain boundaries within the copper matrix and retarding grain growth [7].

In any precipitation or dispersion hardening process, a range of particle sizes naturally arises due to variations in nucleation times and growth rates. Therefore, there exist both large and small Cr$_2$Nb particles within the material. The larger particles of irregular shape form along grain boundaries, serving to inhibit grain growth (following the Hall-Petch mechanism). While, smaller spher-
ical particles remain embedded within the copper matrix, impeding dislocation movement (operating according to Orowan mechanism) [46, 54, 55].

The dispersed particles in copper alloys are generally incoherent or stronger than the copper matrix and resistant to particle shearing. Consequently, the primary mechanism at play is Orowan strengthening [7]. The Orowan strengthening effect, denoted as $\Delta \sigma$, is represented by the following equation:

$$\Delta \sigma = \frac{0.13 G_t b}{\lambda_{LD} \ln \left( \frac{r}{b} \right)}$$  \hspace{1cm} (2.1)

where $G_t$ is the shear modulus (around 44GPa for copper), $b$ is the burgers vector in the slip direction (0.255nm for copper [54]), $f$ is the precipitate/dispersoid volume fraction (7% for GRCop-42 [55]), $\lambda_{LD}$ is the linear mean free path of dislocations between particles, and $r$ is the precipitate radius. The linear mean free path $\lambda_{LD}$ can be approximated as follows:

$$\lambda_{LD} = \frac{4r(1-f)}{3f}$$ \hspace{1cm} (2.2)

Furthermore, grain size strengthening, governed by Hall-Petch mechanism, is attainable since grain boundaries act as barriers to glide dislocations. Smaller grains lead to the dislocations being positioned closer together, thereby increasing their mutual interaction and further hindering dislocation movement [7]. The Hall-Petch strengthening effect, denoted as $\sigma_y$, is described by the following equation:
\[ \sigma_y = \sigma_0 + k_y d^{-1/2} \] (2.3)

where \( \sigma_0 \) is the Hall-Petch constant (about 26MPa for pure copper [54]), \( k_y \) is the strengthening coefficient (approximately 0.12MPa\(\sqrt{\text{m}} \)) for copper), and \( d \) is the grain diameter[54, 55].

Moreover, although both strengthening mechanisms are present and important in GRCop alloys, Hall-Petch strengthening has a greater effect on the overall strength of the alloy due to the Cr\(_2\)Nb intermetallic phase pinning the grains and preventing grain growth. Anderson et al. found that the grain boundary strengthening accounted for approximately two thirds of the total strength while Orowan strengthening accounts for the remainder [56].
3.1 Heat Treatment

HIP’ing serves as an effective methods to close out internal porosity and relieve residual stresses in AM components, as documented in various studies [40, 37, 57, 58, 39], and in mitigating anisotropy in elongation [57]. Therefore, to optimize the mechanical properties, including tensile strength and fatigue, for practical applications, the AM components will subjected to the HIP process in accordance to NASA STD 6030 standards [10]. However, it is noteworthy to mention that post-HIP porosity requires further investigation, as its effectiveness was shown to diminish as GRCop-42 component thickness reduces from 2mm to 0.7mm [40], and also due to the non-closure of porosity in additive manufactured thin parts, such as lattice structures [2].

The application of HIP aimed to reduce residual stresses that may accumulated during the build process, potentially leading to component distortion if removed from the build plate before stress relieving. In the case of L-PBF, specimens were tested in the as-built and HIP’d conditions. It is necessary to mention that as-built specimens underwent stress relieving process prior to removal from the build plate, but were not HIP’d. Conversely, all DED specimens underwent HIP post-deposition while still attached to the build plate.
Generally, HIP on copper alloys is conducted within the temperature range of 800°C and 950°C at a pressure of 100 MPa [59]. However, improved outcomes have been demonstrated when HIP is performed at a higher temperature of 1075°C at 206.84 MPa for 2 hours (reduced from 4 hours to limit grain growth) [58]. Although increased success were achieved with higher temperatures and pressures, the specimens in this study underwent HIP at the more commonly employed lower temperature and pressure conditions. This decision was motivated by the Aerospace Structural Materials Handbook’s report of GRCop-84’s solidus temperature, approximately 1080°C ±10°C [48]. Ultimately, the HIP conditions chosen in this study were within the range for copper alloys presented in [59], however, precise details are omitted for proprietary data considerations.

3.2 Surface Analysis

Surface finish assessments for L-PBF specimens with varying thicknesses were conducted using a Keyence VR-5000 series 3D optical profiler, operating at 80× magnification. This non-contact measurement system employs white light interferometry and features a double telecentric lens. It captured an area measuring 3.8mm by 2.9mm with a resolution of 1024 × 768 px. For L-PBF specimens, the areal average ($S_a$) and root mean square surface roughness ($S_q$) were measured within the gage section for one specimen of each thickness (0.7 mm, 1.0 mm, 1.7 mm and 2.0 mm) in both the as-built and HIP’d conditions.

In the case of DED specimens, a more extensive surface analysis was required due to the layering effect inherent to the single wall build-up process.
Surface topography examination was conducted using a Keyence VHX-1100 laser microscope equipped with a 20× magnification lens, operating at a working distance of 3.1mm, and employing the widefield focus variation scan mode. This microscope uses a 405nm laser to map and measure specimens surfaces, yielding a vertical resolution of approximately 20nm. To ensure accurate measurement the average surface characteristics, the gage section of two specimens from each wall was analyzed. A total of 36 images, with a 20% overlap, and then measuring the surface topography values of the entire mapped area in order to increase the confidence on the surface analysis results.

For the investigation of size effects on the fatigue life of L-PBF GRCop-42 specimens, the same equipment and configuration to that used on DED specimens was adopted. Specifically, three random locations, each covering an area of approximately 6.5mm², were selected for analysis. Figure 3.1 shows a specimen being measured and representative surface scans for individual specimens. The surface characteristics, including the average areal surface roughness (\( Sa \)) Equation 3.1, root mean square surface roughness (\( Sq \)) Equation 3.2, maximum measured valley depth (\( Sv \)) Equation 3.3, maximum measured peak height (\( Sp \)) Equation 3.4, and the collective range of maximum height of the surface (\( Sz \)) Equation 3.5, were calculated using the following equations where the peak height \( Z \) as a function of the coordinates \( x \) and \( y \), and \( A \) is the area:
Figure 3.1: Graphical representation of the measure values for (a) $Sp$, $Sv$, $Sz$, (b) $Sa$, and (c) $Sq$. The gray plane represents the mean value for the measurements with indications of how each measurement is taken. Image courtesy of Evident Corporation.

\[
Sa = \frac{1}{A} \int \int_A |Z(x, y)| dxdy
\]  
(3.1)

\[
Sq = \sqrt{\frac{1}{A} \int \int_A Z^2(x, y) dxdy}
\]  
(3.2)

\[
Sv = |\text{min}(Z(x, y))|
\]  
(3.3)

\[
Sp = |\text{max}(Z(x, y))|
\]  
(3.4)

\[
Sz = Sp + Sv
\]  
(3.5)

3.3 Internal Defects

To investigate the influence of specimen thickness on porosity size and distribution, determine effective load-bearing areas, and evaluate the impact of the HIP process on porosity closure in relation to specimen thickness, one representative specimen of each thickness and heat treatment condition was subjected to imaging using a commercial micro-compute tomography (μCT) system, specifi-
cally Zeiss Xradia 620 Versa. µCT has become widely accepted as an accurate method for porosity determination of AM specimens [60, 61, 62]. It is favored over alternative porosity measurement methods due to it is non-destructive nature, capacity to determining the shape and size of individual pores (provided pores are of sufficient size) [60], and ability to consider a large, statistically significant volume of the specimen in a single analysis [63]. Furthermore, µCT measurements of porosity generally agree with porosity measurements made via more conventional means [60, 62].

The µCT process involves the generation and projection of X-rays onto the specimen. Each specimen was imaged at the center of the gage section, covering an area of approximately 3.5mm², with image depth corresponding to the specimen’s thickness. To ensure adequate X-ray transmission, operational parameters for the X-ray source were selected; for this study, a voltage of 160kV and power of 25W were employed. The X-rays travel through the specimen and are captured by a lens-coupled scintillator with 4.0× magnification, which converts the X-rays into visible light image. This image is then recorded by a charge-coupled device (CCD) detector with a physical pixel size of 2.02μm/px, yielding an overall image resolution in the range of 2000×2000 px. Once an image is captured, the specimen is incrementally rotated by a fraction of a degree to allow another image to be taken. Imaging is continued until the specimen has been rotated a full 360°, allowing the images to be stacked to create a complete 3D object and determine varying densities within the material.
3.4 Microscopy

The influence of specimen thickness on microstructure and surface topography were examined using optical and scanning electron microscopy (SEM). These techniques allow for a comprehensive comparative analysis of the specimens.

3.4.0.1 Optical Microscopy

Optical imaging was conducted using a LEICA DMi8 optical microscope equipped with Leica Application Suit X (LAS X) software. Microscopic examination encompassed capturing images in both parallel and perpendicular orientations to the build direction. This approach allowed for the documentation of distinct sections of the specimen and the assessment of microstructural variances related to thickness and heat treatment.

The specimen preparation process entailed sectioning and a sequence of polishing steps. Specimens were manually ground on 80 to 1200 grit wet SiC paper, auto polished with a water base diamond suspension on an MD Mol pad from 3 to 1µm for 5 minutes with each suspension applying 20 to 15N of force. Finally, the samples had a mirror-like finish applied using an MD Nap pad with 0.05µm colloidal silica for 10 minutes applying 10N of force. Specimens were rinsed thoroughly with cold water for several seconds, followed by an ethanol rinse to remove water impurities, and then blow-air dried. To reveal the underlying microstructure, specimens underwent etching by submersion in a kallings solution (4g CuCl₂, 80mL of HCl, 100mL of ethyl alcohol) for a duration of 2 to 5s. Following etching, specimens were subjected to a cold water rinse, then
an ethanol rinse to remove water impurities, and ultimately dried using heated air. Additional information on the surface preparation process can be found in [64, 65].

3.4.0.2 Scanning Electron Microscopy

The specimens used for SEM analysis underwent a similar preparation process as the specimens used for optical microscopy. However, specimens used for SEM analysis were not etched. SEM was used to document the underlying microstructure of specimens and also to investigate the internal porosity along the fracture path and the fracture surfaces of postmortem tensile specimens. SEM fractography analysis was conducted using a Hitachi S-3700N SEM, operating with a power of 15 kV, a probe current of 60 mA, and a working distance within the range of 10 mm–11 mm from the specimen’s surface.

For electron backscatter diffraction (EBSD) analysis, specimens underwent an examination aimed at investigating microstructural and crystallographic texture variations with varying thicknesses and heat treatment conditions. EBSD involves directing accelerated electrons from the SEM beam at an inclined specimen (approximately 70° relative to the normal incidence of the electron beam). These electrons are diffracted by atomic layers within the material and impinge upon a phosphorous screen, integrated with a digital frame grabber. This process generates Kikuchi bands (electron backscatter patterns (EBSP’s)), which are projections of the crystal lattice plane geometry. They provide direct information about the crystalline structure and orientation of the grain from which they
Digitized patterns of Kikuchi lines are processed to identify individual Kikuchi lines, facilitating phase identification and the determination of crystal orientation [66].

The EBSD analysis was conducted on an FEI QUANTA 600 F SEM, operating at 20 kV to 21 kV with a 6.0 spot size, and fitted with an OXFORD Instruments NordlysMax3 EBSD detector using a step size of 2.0µm for the analysis. Due to the sensitivity of EBSD analysis to surface preparation, additional steps were implemented for further specimen preparation: following the polishing procedure described in Section 3.4.0.1, optical microscopy, specimens were electropolished using a Struers Lectropol-5 at 6V for 15s with a solution consisting of 78mL of phosphoric acid, 21mL sulfuric acid, and 100mL D.I. water.

3.5 Mechanical Testing

3.5.1 Quasi-static Testing

Quasi-static mechanical testing was conducted using a servo-hydraulic Materials Testing System (MTS) machine with either a 100kN or 5kN load cell, depending on the predicted failure load for each individual specimen thickness. These predicted failure loads were calculated from ultimate tensile strength data reported in [17]. The displacement rate was set to 0.5mm/min, corresponding to strain rates on the order of $10^{-4}s^{-1}$. Tests continued until the tensile specimens reached failure. At least two tests were run for each specimen thickness and heat treatment condition to ensure the repeatability of results.
The strain was measured using digital image correlation (DIC) techniques, employing Correlated Solution’s Vic 2D software. DIC was selected for these measurements due to its well-established reliability in capturing surface strain when compared to traditional extensometers [67, 68, 69]. DIC, when implemented with proper speckling, imaging equipment, and lighting, provides low uncertainty in strain measurements [70]. The imaging process employed a PointGrey Grasshopper camera (model number GS3-U3-51S5M-C) with a resolution of 2448 × 2048 px. During the elastic deformation phase, a frame rate of 10 frames per second was used, which was reduced to 1 frame per second thereafter. Illumination of the specimens was achieved through a Cole-Parmer 41500-50 fiber optic illuminator. DIC analysis was performed with a subset size of 33 pixels and a step size of 11 pixels. Moreover, a standard deviation of the unloaded strain was determined for all specimens by capturing a series of images taken prior to loading the specimens and then calculated to be 127 µε.

### 3.5.2 Fatigue Testing

Fatigue tests were conducted under ambient temperature conditions and air, in accordance with ASTM E466-21 standards, using an Instron 8801 servo-hydraulic frame. The Instron frame possessed a dynamic load capacity of ±100kN, an actuator stroke of 150mm (positioned at the base), and a frame stiffness of 390kN equipped with a 97.86kN fatigue-rated load cell.

Tests were initiated in load control mode at a frequency of 30Hz employing a stress ratio of \( R = 0.1 \) and a sinusoidal waveform. Tests were continued until
reaching failure or until a total of 10⁶ cycles, depending on whichever criteria was met first.

### 3.5.3 Cross-section Measurement

The surface topography of AM components can result in inaccurate measurements of the cross-sectional area when conducted through mechanical means, such as calipers [71, 72]. In order to better determine the effective load-bearing area of AM specimens, the cross-sectional area was measured using three different methods. The first method involved determining the cross-sectional area by measuring the gage section dimensions using Mitutoyo CD-6"-ASX digital calipers.

A second method used optical microscopy to measure the load bearing area of specimens built in the same build. However, as this is a destructive measuring method, quasi-static tests needed to be performed on different specimens. In order to measure the load bearing area using optical microscopy, the specimens were sectioned near the center of the gauge section, epoxy mounted, and imaged using an optical microscope. The load-bearing area was calculated using ImageJ software [73], which converts the image to black and white, outlines the perimeter of the specimen, and calculates the area inside the perimeter. Similar methods have been previously employed to calculate load-bearing area in AM materials [72].

As the third method, micro-computed tomography (µCT) scans were used to measure the load-bearing areas in the tested specimens. µCT scans were obtained for a segment of the gage section, approximately 10mm in length, and
processed using Dragonfly software to calculate the volume. This volume was then divided by the scanned length of the gage section segment to determine an average cross-sectional area for roughly 5/6 of the gage section. Importantly, the segmentation process involves selecting a range of pixel color values corresponding to the solid areas of the specimen, allowing for the exclusion of internal porosity from the load-bearing area calculations. While µCT scans offer the advantage of more precise cross-sectional area measurements on the exact specimens that are to be tested, the scans are associated with higher costs, and their accuracy is limited by the resolution of the computed tomography system [74].

Given the limitations associated with of these measurement methods, namely inaccurate measurements from calipers, destructive measurements from optical microscopy, and high costs associated with µCT [40]. This study examined the idea of finding a correlation between the caliper measurements and the maximum peak height, denoted Sp. For this correlation, the Sp value was subtracted from the caliper-measured dimensions. Since the Sp represents the tallest peaks on the surface, it is likely where the caliper first makes contact with the surface. Figure 3.2 displays a schematic of a cross-section of a L-PBF specimen being measured with calipers, note that the calipers make contact with the peaks of the surface, which do not necessarily represent the load-bearing area of the specimen.
Figure 3.2: Illustrates an exaggerated schematic of a L-PBF specimen’s cross-sectional area being measured using calipers. Note that calipers make contact with the highest peaks on the surface of the specimen. Thus, removing the $Sp$ from each as-printed surface removes the highest peaks measured, approximating the value to the mean surface plane.

Furthermore, the fabrication of specimens utilizing different deposition methods, *i.e.*, L-PBF and DED, lead to different surface characteristics. In the case of DED specimens, which were EDM sectioned from single walls and had a smooth surface on cut sides, only had two as-printed surfaces. Therefore, to calculate the calibrated cross-sectional area ($A_c$), the $Sp$ value was exclusively subtracted from the caliper-measured thickness ($t$) and then multiplied by the caliper-measured width ($w$), as shown in the equation below:

$$A_c = (w) \times (t - Sp)$$

(3.6)

This correction method yielded close approximations to the area obtained through µCT measurements and also a similar stress-strain behavior to that of polished specimens. In contrast, L-PBF specimens retained their as-printed surface conditions. Consequently, the calculation of $A_c$ for L-PBF specimens required
a different approach, factoring in the \( Sp \) value with respect to both width and thickness. The cross-sectional area was defined with the following equation:

\[
A_c = (w - 2Sp) \times (t - 2Sp).
\] (3.7)

Twice the \( Sp \) value is subtracted from both areal dimensions to properly account for specimen symmetry. Previous works arrived at similar conclusions, for example, Yu et al. [75] subtracted twice the maximum profile peak height \( (Rp) \) from the thickness prior to multiplying by the width to correct for the surface roughness. Variants of these corrective methods have been presented in other studies, c.f. [76, 77, 78].

These equations for \( A_c \) are then used to compute the calibrated stress \( (\sigma_c) \) experienced by the specimens during mechanical testing, as shown in the following equation:

\[
\sigma_c = \frac{F}{A_c},
\] (3.8)

where \( F \) is the applied force.
Chapter 4. Results

This chapter is divided into 4 sections: size effects on quasi-static behavior of L-PBF GRCop-42 (Section 4.1), size effects on quasi-static behavior on DED GRCop-42 (Section 4.2), Comparison Between Laser Powder Bed Fusion and Direct Energy Deposition of GRCop-42 (Section 4.3), and size effects on fatigue behavior on L-PBF GRCop-42 (Section 4.4). These sections were obtained from four scientific publications, given below:

4.1 Size Effects on Laser Powder Bed Fusion

Specimens were fabricated with various thicknesses, including 0.7, 1.0, 1.7, and 2.0 mm, in accordance with ASTM E8/E8M standard dimensions [79], where the long axis of the specimen is parallel to the build direction as shown in Figure 4.1. This orientation was chosen to preserve the integrity of the surface topography in the gage section, as it prevents any plane of the specimen’s gage section from contacting the build plate during the deposition process or contacting the electric discharge machining (EDM) wire when removing the specimens from build plate.

Specimens were manufactured using GRCop-42 pre-alloyed gas atomized powder on an EOS M400 Series printer with a Yb-fiber laser. The specimens were deposited on top of a stainless steel base plate coated with a nickel-based alloy, specifically Inconel 718. It is noteworthy that, in this study, L-PBF specimens are occasionally referred to as being in the ”as-built” condition. However, these samples underwent a stress-relief (SR) process, a step necessary to remove components from the build plate without risking to distort them due to residual stresses. The stress relief procedure is performed by subjecting the specimens to a controlled environment, with heating performed at 425 °C ±25 °C for a duration of 2 hours and ±15 minutes, within a vacuum atmosphere, followed by air cooling.
Surface topography was subjected to both qualitative and quantitative investigation, employing SEM and digital profilometer, respectively. Given the relatively small feature size associated with L-PBF deposition process, significant waviness is not expected in the process. Nevertheless, due to the presence of powder particles surrounding the component during fabrication, it is reasonable to assume that a substantial amount of partially melted and loose powder adhered to the surface. This eludes to specimens characterized by a predominantly flat yet rough surface topography. A SEM image of the specimens surface is illustrated
on Figure 4.2 and the surface topography values are presented in Table 4.1. These values include the areal average (Sa) and root mean square (Sq) from the surface analyzes.

Figure 4.2: L-PBF specimen’s surface obtained through SEM along with the build direction and scanning direction. A significant amount of partially melted and loose powder is observed to have adhered to the surface.
Table 4.1: Average (Sa) and root mean square (Sq) surface topography values for representative specimens.

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Sa (µm)</th>
<th>Sp (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7mm As-built</td>
<td>12.660</td>
<td>16.099</td>
</tr>
<tr>
<td>0.7mm HIP</td>
<td>21.941</td>
<td>28.674</td>
</tr>
<tr>
<td>1.0mm As-built</td>
<td>17.797</td>
<td>23.074</td>
</tr>
<tr>
<td>1.0mm HIP</td>
<td>15.687</td>
<td>19.716</td>
</tr>
<tr>
<td>1.7mm As-built</td>
<td>16.935</td>
<td>21.518</td>
</tr>
<tr>
<td>1.7mm HIP</td>
<td>15.073</td>
<td>18.947</td>
</tr>
<tr>
<td>2.0mm As-built</td>
<td>15.759</td>
<td>20.981</td>
</tr>
<tr>
<td>2.0mm HIP</td>
<td>17.230</td>
<td>22.022</td>
</tr>
</tbody>
</table>

No discernible correlation was observed among the measured surface topography values, specimen thickness, or heat treatment condition. Because the measured surface topography values are similar for each thickness, it is reasonable to assume that this similarities translate into a more substantial percentage reduction in load-bearing area for thinner specimens.
4.1.2 Porosity

A volumetric analysis was conducted on one specimen of each thickness, ranging from 0.7 to 2mm, for both heat treatment conditions, employing a µCT system. Figure 4.3 illustrates a three-dimensional reconstructions from the µCT data of selected areas located on the gage section of the specimens.
Figure 4.3: Three-dimensional reconstructions of the µCT analyses performed on varying thickness and heat treatment condition. (a) corresponds to 0.7mm as-built specimens, (b) to 0.7mm HIP, (c) to 1.0mm as-built, (d) to 1.0mm HIP, (e) to 1.7mm as-built, (f) to 1.7mm HIP, (g) to 2.0mm as-built, and (h) to 2.0mm HIP specimens. Notice that as thickness decreases, porosity increases across all specimens. Additionally, the effectiveness of HIP in reducing porosity becomes significantly more pronounced as specimen thickness increases.
The efficacy of HIP is evident as the pore volume ratio decreases by as much as 99.89% for the thicker specimens. Notably, HIP exhibited greater effectiveness in closing the smaller, interior pores as opposed to large ones or those situated near the surface. Additionally, it is worth mentioning that the reconstructions presented in this figure do not encompass the entire cross-sectional area of a specimen. Detailed data regarding the total scanned volume, pore volume, number of pores, and the percentage of pores based on the size of each specimen are provided in Table 4.2.
Table 4.2: Provides the total volume, pore volume, the total number of pores, and the percentage of different pore volumes in each representative specimen. It is evident from the results that both pore volume and the number of pores exhibited a noticeable reduction following HIP. This observation validates the effectiveness of HIP in mitigating small pores and defects on L-PBF components.

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Condition</th>
<th>Total Volume</th>
<th>Total Porosity</th>
<th>Porosity Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7</td>
<td>As-built</td>
<td>1.391</td>
<td>0.015</td>
<td>1.07</td>
</tr>
<tr>
<td>0.7</td>
<td>HIP</td>
<td>1.461</td>
<td>0.013</td>
<td>0.90</td>
</tr>
<tr>
<td>1.0</td>
<td>As-built</td>
<td>1.851</td>
<td>0.012</td>
<td>0.64</td>
</tr>
<tr>
<td>1.0</td>
<td>HIP</td>
<td>2.000</td>
<td>0.008</td>
<td>0.42</td>
</tr>
<tr>
<td>1.7</td>
<td>As-built</td>
<td>4.244</td>
<td>0.022</td>
<td>0.52</td>
</tr>
<tr>
<td>1.7</td>
<td>HIP</td>
<td>4.389</td>
<td>0.005</td>
<td>0.12</td>
</tr>
<tr>
<td>2.0</td>
<td>As-built</td>
<td>4.795</td>
<td>0.013</td>
<td>0.27</td>
</tr>
<tr>
<td>2.0</td>
<td>HIP</td>
<td>6.400</td>
<td>0.0002</td>
<td>0.003</td>
</tr>
</tbody>
</table>

The analysis reveals a trend with respect to pore characteristics in relation to specimen thickness and heat treatment condition. Thinner specimens in the as-built condition generally exhibit a lower number of pores, yet they account for a higher total pore volume. This indicates that thinner specimens contain a higher portion of larger pores compared to their thicker counterparts. The majority of pores, exceeding 90%, found in specimens, regardless of heat treatment...
condition, are smaller than 100,000 µm³. Consequently, these data show that HIP significantly reduced the pore volume and the total number of pores in each specimen. A reduction in porosity through HIP aligns with findings in other AM alloys, such as Ti-6Al-4V [80], GRCop-84 [81], and Inconel 718 [82].

While no direct correlation between the total number of pores and specimen thickness could be identified, the total pore volume ratio, which is the total pore volume divided by the total scanned volume, provides valuable insights. The pore volume ratio exhibited a significant decrease of 74.7%, from 1.07% pore volume in 0.7mm as-built specimens to 0.27% pore volume in 2.0mm as-built specimens. Similarly, for HIP’d specimens, the pore volume ratio experienced a decrease of 99.7%, from 0.90% pore volume in 0.7mm HIP’d specimens to 0.003% pore volume in 2.0mm HIP’d specimens. Furthermore, HIP’ing decreased the pore volume ratio by 15.89% for 0.7mm specimens, 34.38% for 1.0mm specimens, 76.92% for 1.7mm specimens, and 99.89% for 2.0mm specimens. This indicates that HIP is more effective in reducing pores as the specimen size increases.

Figure 4.4 illustrates the distribution of pore sizes relative to specimen thickness, depicting the frequency of pores within specific volume ranges.
Figure 4.4: Frequency of pore size of a given volume in relation to specimen thickness ((a) for 0.7mm, (b) for 1.0mm, (c) for 1.7mm, and (d) for 2.0mm) and heat treatment condition. It is evident the majority of pores in all specimens are smaller than 1000µm³. Furthermore, these charts demonstrate that HIP is most efficient at reducing smaller pores, resulting in larger pores comprising a higher percentage of the total in HIP’d specimens. Finally, it should be noted that small pores with volumes less than 200µm³ constitute a considerably larger portion of the total pores in the thicker specimens as compared to thinner ones.

While the majority of pores in the as-built specimens are smaller than 1000µm³, there is a noticeable shift in the overall distribution towards larger pores in the thinner specimens. Moreover, the data presented in these plots highlight
that HIP is most effective at reducing smaller pores, leading to a shift in the
distribution of pores towards larger sizes in the HIP’d specimens.

Thinner specimens generally exhibit a higher pore volume, predominantly
consisting of larger pores, resulting in a higher pore volume ratio. Note that
pores with volumes smaller than $200\mu m^3$ are more prevalent in thicker specimens,
accounting for approximately 40% of the total pores in 2.0mm and 1.7mm spec-
imens, while thinner specimens (1.0mm and 0.7mm) exhibit only around 25% of
pores within this size. Furthermore, HIP’d specimens demonstrate a reduction
in both pore volume and the number of pores, proving the efficacy of the heat
treatment. However, it should be noted that the percentage of smaller pores de-
creases while the percentage of larger pores increases in all specimens, indicating
that HIP is efficient in closing small pores but has little effect on larger pores.

4.1.3 Microstructure

The microstructure of all specimens was analyzed through optical mi-
croscopy and EBSD. This was done to investigate changes in the grain mor-
phology, grain size, and crystallographic texture between different thicknesses or
heat treatment conditions.

4.1.3.1 Grains

The grain structure analysis was conducted in the SD-TD plane, perpen-
dicular to the build direction. EBSD maps were configured with a grain detection
angle of $12^\circ$ and at least 5 pixels per grain. The selection of a high grain detec-
tion angle was motivated by the unique "melted" grain structure present in these specimens, where a high detection angle enhances the visual clarity of the grain analysis. In Figure 4.5, EBSD maps in the ST-TD plane, perpendicular to the build direction, are presented to assess the influence of different solidification conditions on different thicknesses. Figure 4.6 provides the percentage distribution of grains sizes for specimens with different thicknesses and heat treatment condition.
Figure 4.5: The grain structure perpendicular to the build direction are presented for all specimens. In the left column, the as-built specimens are presented as follows: (a) - 0.7mm, (c) - 1.0mm, (e) - 1.7mm, (g) - 2.0mm. In the right column, the HIP’d specimens are depicted: (b) - 0.7mm, (d) - 1.0mm, (f) - 1.7mm, (h) - 2.0mm.
Figure 4.6: Percentage distribution of grain sizes within the gage section of a representative specimen for each thickness and heat treatment condition. (a) shows the as-built specimens and (b) shows the HIP’d specimens. It is evident that the distribution of grain sizes remains relatively consistent across varying thicknesses and heat treatment conditions, displaying minimal changes.

No appreciable difference in microstructural characteristics is observed between the as-built and HIP’d specimens. Across all specimen thicknesses, a fine grain size is consistently present, which is typical of the L-PBF process owing to its rapid solidification rate [83]. Where the average grain size for all specimen thicknesses corresponds to approximately ASTM grain size 11. Notably, the majority of grains, approximately 94%, are smaller than 300μm². Specifically, within this range, 57 to 63% are smaller than 50μm², 18 to 20% fall within the 50 to 100μm² range, 10% within 100 to 200μm², and 3 to 4% within 200 to 300μm². The remaining percentage of grains encompasses various larger grain sizes.

The consistent grain size across different specimen thickness implies a uniformity in grain distribution throughout the specimen cross-section. This homogeneity results in a reduced number of grains across the specimen as thickness is
reduced, which, in turn, contributes to a decreased toughness as grain boundaries serve as hindrance to dislocation movement and crack propagation [34].

4.1.3.2 Texture

The grain structure morphology and crystallographic texture were investigate using EBSD analysis conducted on the BD-SD plane, which is parallel to the build direction. Figure 4.7 illustrates the EBSD maps of the 0.7 mm, 1.0 mm, 1.7 mm and 2.0 mm specimens in both the as-built (left) and HIP’d (right) conditions.
Figure 4.7: Microstructure parallel to the build direction of one specimen of each thickness in both as-built and HIP conditions. The left column displays the microstructures of as-built specimens, corresponding to (a) 0.7mm, (c) 1.0mm, (e) 1.7mm, (g) 2.0mm. The right column exhibits microstructures of HIP’d specimens, representing (b) 0.7mm, (d) 1.0mm, (f) 1.7mm, (h) 2.0mm.
The EBSD maps reveal a common occurrence in AM processes, where grains exhibit epitaxial growth from one layer to the next due to the re-melting of the previously solidified layers [84]. This phenomenon leads to the elongation of grains along the build direction [85, 86] due to the higher rate of heat conduction in the previously solidified layers compared to the build powder. The grain morphology for L-PBF GRCop-42 specimens displays distinctive hatch patterns resulting from the laser’s scanning path. This is in stark contrast to extruded GRCop-84 [87, 88, 89], which typically exhibits an equiaxed copper grain structure. Additionally, there was no substantial variations in microstructure observed across different specimen thicknesses or heat treatment conditions. The similarities in grain structure among specimens of varying thicknesses are consistent with results found for Inconel 718 [72], 316L stainless steel [71], and Cu–Cr–Zr–Ti [12]. It is noteworthy to mention that Popovich et al. [12] also reported no morphology changes after heat treatment, aligning with the results of the present here.

To quantify the crystallographic texture, the inverse pole figure (IPF) multiples of uniform distribution (MUD) number, which measures the texture orientation density (a MUD of up to 1 corresponds to random texturing [90]) is shown at the right of each sub-figure of Figure 4.7. Mild crystallographic texture variations were noted with increased specimen thickness and heat treatment, but the overall intensities of specific texture components remained relatively weak. The observed random internal texture is consistent with findings reported in [91], where it attributed to the re-melting of subsequent solidified layers and the 90° scan rotation.
strategy. Moreover, an investigation into the L-PBF Cu-15Sn bronze revealed a maximum texture intensity of only 2.3, indicating weak texture of the $<111>$ direction along the build direction [83]. Additionally, a study conducted across several thicknesses of additive manufactured 316L stainless steel [71] found no discernible difference in texture among different specimen sizes.

Although the IPF maps indicate a slight increase in density along the $<101>$ orientation on the Z IPF map for 1.7 mm and 2.0 mm specimens, the change in the MUD number is relatively low, signifying only weak texture. Furthermore, the MUD number remained similar between as-built and HIP’d specimens. This variation is presumed to be inherent to the deposition process rather than HIP’ing. Consequently, regardless of specimen thickness, HIP’ing does not induce significant alterations in the texture of AM GRCop-42 specimens.

4.1.4 Quasi-Static Test

In order to calculate engineering stress-strain curves for the tested specimens, the cross-sectional area of the specimens should be accurately determined. This section presents stress-strain curves for representative specimens, each based on cross-sectional area measurements obtained through three distinct methods: calipers, optical microscopy, and μCT scans.

Caliper measurements offer a fast and cost effective approach. However, due to the surface topography inherent to L-PBF deposition method, calipers tend to over-estimate the cross-sectional area. This occurs because calipers measures only the outermost extent of the cross-section, disregarding the intricate surface
topography characterized by peaks and valleys, which fully define the true load-bearing area.

Optical microscopy, provides a more comprehensive view of the surface topography, thus, offering a superior means of cross-sectional area measurement. However, the same pristine specimen cannot be used for both testing and measurement. While it may be reasonable to assume that specimens from the same build batch exhibit a similar cross-sectional area, optical microscopy provides, at best, an estimation rather than an exact measurement.

In contrast, cross-sectional areas measured using µCT scans prove to be the most accurate representation of the actual load-bearing area of the specimens. µCT accounts for surface topography while remaining non-destructive. However, it is important to note that µCT scans are costly. Consequently, it is the preferred choice when precise assessment of the load-bearing area is necessary and when accommodating the inherent surface topography associated with AM is crucial.

Figure 4.8 presents representative quasi-static tension behavior data for specimen of varying thicknesses and heat treatment conditions. The stress calculations were obtained from area measurements made through the three methods described above.
Figure 4.8: Representative stress-strain curves for each specimen thickness and heat treatment condition with the cross-sectional area measured with a caliper, optically, and µCT. (a), (c), (e) depicts stress strain curves for as-built specimens employing caliper, optical, and µCT measurements, respectively. While (b), (d), and (f) displays stress strain curves for HIP’d specimens using caliper, optical, and µCT measurements, respectively. A discernible trend of decreasing tensile strength with decreasing specimen thickness can be seen in both the as-built and HIP conditions.
Consistent with previous investigations [17], the application of HIP to GRCop-42 specimens results in a substantial reduction in both YS and UTS, accompanied by an increase in elongation. Moreover, a notable decline in YS, UTS, elongation and young’s modulus is observed as the specimen thickness decreases, regardless of cross-sectional area measurement technique. When employing caliper measurements, as shown in Figure 4.8 (a) and (b), a sizeable decrease in properties is evident. This is partially due to inaccuracies inherent of cross-sectional area measurements from calipers. The overestimation of the cross-sectional area becomes more pronounced as the specimen thickness decreases, owing to a higher surface topography to volume ratio characteristic of thin-wall specimens.

Optical cross-sectional area measurements, depicted in Figure 4.8 (c) and (d), also exhibit a general trend of decreasing strength with decreasing specimen thickness. However, this trend appears less pronounced for as-built specimens in the as-built. It is important to note that these values are likely not an accurate representation of the actual material properties due to limitations in measuring cross-sectional areas using optical microscopy.

µCT scan area calculations, illustrated in Figure 4.8 (e) and (f), yield the most accurate load-bearing area values among the presented options. It demonstrates that, for both heat treatment conditions, while a decreasing trend in strength with decreasing specimen thickness persists, the percentage decrease in UTS between successive specimens with decreasing thickness is less pronounced compared to UTS calculated based on caliper-measured area.
Table 4.3 displays the cross-sectional area ratio obtained by comparing measurements acquired via calipers and μCT scans, accompanied by its impact on the YS and UTS of the specimens.

**Table 4.3**: Discrepancy in specimen cross-sectional area measurements obtained via calipers as specimen thickness decreases. The area ratio represents the specimen area measured with calipers divided by the specimen area measured with μCT. The YS and UTS reported here are averages derived from all specimens of a given thickness and heat treatment condition.

<table>
<thead>
<tr>
<th></th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Area Ratio</td>
<td>Calipers</td>
</tr>
<tr>
<td>0.7mm As-built</td>
<td>1.307</td>
<td>176 ± 5.0</td>
</tr>
<tr>
<td>0.7mm HIP</td>
<td>1.321</td>
<td>102 ± 2.0</td>
</tr>
<tr>
<td>1mm As-built</td>
<td>1.216</td>
<td>207 ± 2.0</td>
</tr>
<tr>
<td>1mm HIP</td>
<td>1.206</td>
<td>120 ± 3.5</td>
</tr>
<tr>
<td>1.7mm As-built</td>
<td>1.160</td>
<td>245 ± 0.4</td>
</tr>
<tr>
<td>1.7mm HIP</td>
<td>1.173</td>
<td>141 ± 2.0</td>
</tr>
<tr>
<td>2mm As-built</td>
<td>1.203</td>
<td>255 ± 1.8</td>
</tr>
<tr>
<td>2mm HIP</td>
<td>1.165</td>
<td>149 ± 2.5</td>
</tr>
</tbody>
</table>

Considering the ratio between the cross-sectional area measurements obtained through calipers and μCT, it becomes evident that the accuracy of measuring specimen dimensions with calipers diminishes as the specimen thickness decreases. Consequently, this leads to increasingly less accurate calculations of
YS and UTS. In both the as-built and HIP’d specimens, the error in caliper cross-sectional area measurement ranges from 16 to 20% for 2mm specimens. However, this error increases to more than 30% for both heat treatment conditions in 0.7mm specimens. Due to the surface topography inherent to AM components, calipers are unable to accurately determine cross-sectional area, and particularly great care must be taken in determining the cross-sectional area of thin-wall specimens with as-printed surface topography conditions.

To investigate whether surface topographical features induce premature failure in thin-wall specimens by creating stress concentrations, two as-built and two HIP’d specimens printed with a 2mm thickness were machined and polished to a thickness of 1.9mm, eliminating the rough surface finish. These specimens were then tensile tested under the same conditions as the as-printed specimens. Figure 4.9 provides the engineering stress-strain curve for both as-built and HIP’d specimens with the as-printed surface and polished surface.
Figure 4.9: Representative stress-strain curves for both as-built and HIP’d specimens in two surface finish conditions: as-printed and machined. The magnitude of the flow stress of the two surface finish conditions exhibits a difference of less than 6%. Notably, the slightly higher flow stress is observed in the as-printed specimens. This observation suggests that the surface topography does not induce substantial stress concentrations that would adversely affect the material properties.

It is observed that the YS and UTS of the polished specimens are within 6% of the as-printed 2mm specimens. This comparison is based on stress calculated using the load-bearing area measurements obtained from µCT scans. This indicates that the surface topography of the specimens investigated in this study exerts a negligible influence on the formation of detrimental stress concentrations under monotonic tensile loading conditions.
4.1.5 Fractography

Internal porosity appears to exert a more pronounced influence on the observed size effects over microstructure or surface topography, specifically on the reduction in strength and elongation with decreasing specimen thickness. To identify the role of internal porosity in fracture surface, fractography was performed using SEM perpendicular to the fracture plane. This analysis aimed to establish a correlation between the internal porosity and the propagation path of the crack network. The fractured specimens were prepared by polishing them perpendicular to the loading direction and analyzed to ascertain whether there is a causal relationship between internal porosity and the strength decrease observed in the tensile tests.

Figure 4.10 displays specimens with thicknesses of 0.7 mm, 1.0 mm, 1.7 mm and 2.0 mm, in both the as-built and HIP’d conditions, highlighting the differences in the fracture patterns.
Figure 4.10: Fractography analysis was conducted perpendicular to the fracture plane. Figures to the left ((a) - 0.7 mm, (c) - 1.0mm, (e) - 1.7mm, and (g) - 2.0mm) depict specimens in the as-built condition, while figures to the right ((b) - 0.7mm, (d) - 1.0mm, (f) - 1.7mm, and (h) - 2.0mm) represent HIP’d specimens. The circles in the figures indicate pores along the fracture surface, from which internal cracks propagated.
The SEM images reveal no discernible evidence of crack initiation stemming from surface topography features, such as peaks and valleys. Instead, the cracks appear to propagate between internal pores, forming the fracture surface. This observation contradicts the findings of previous studies [71, 92, 93], which have suggested that surface topography leads to stress concentrations in thin-wall specimens, decreasing the strength. Notably, among these studies, only Algadh et al. [93] provided numerical values for the magnitude of surface roughness. The lineal surface roughness (Ra) reported in [93] for each specimen was within the range of 30 to 50\( \mu \text{m} \), which is significantly higher than Ra values measured in the present study. Given that the magnitude of stress concentrations depends upon the magnitude of surface roughness [94], the relatively low surface roughness of the specimens in this study may be insufficient to induce significant stress concentrations.

As expected based on the \( \mu \text{CT} \) scan results, the as-built specimens exhibit a higher frequency of pores, which make it easier to observe the interconnected pores along the fracture path. The higher porosity in thinner specimens appears to be a key factor contributing to the decrease in mechanical properties. This is supported by SEM imaging in Figure 4.10, which demonstrates that crack networks propagate between internal pores along the fracture surface, rather than multiple isolated cracks originating from surface topography features. Such surface topography-induced cracks has been observed in high cycle fatigue situations [95]. Furthermore, porosity has been repeatedly determined to be responsible for
reduced mechanical properties, including tensile strength and elongation, in AM components [96, 97, 24, 98].

It worth noting that while the HIP’d specimens exhibited lower porosity than the as-built specimens, HIP’d specimens also have a lower yield and ultimate tensile strength. This reduction in tensile strength of HIP’d specimens has been attributed to the relief of residual stresses during the HIP process, as a decrease in tensile strength has been associated with residual stress relief in other L-PBF metals [99]. However, this has yet to be investigated explicitly for GRCop alloys.

4.2 Size Effects on Direct Energy Deposition

The DED specimens were fabricated with GRCop-42 pre-alloyed gas atomized powder via an RPMI 222 machine, employing an infrared laser. The laser’s spot size was adjusted according to the desired thickness of each specimen. A back and forth striping deposition strategy was employed to fabricate four multi-panel build boxes with thin walls on an A36 mild steel build plate. The wall sets were fabricated with two distinct thicknesses that could be consistently deposited throughout the build process: 1.2 mm (T1), and 1.6 mm (T2). These specimens also exhibited variations in powder compositions. For each thickness, where two different Cr/Nb ratios were employed: 1.08 Cr/Nb ratio (C1) and 1.14 Cr/Nb ratio (C2). Accordingly, a naming convention was adopted for the specimens, corresponding both thickness and powder composition, yielding the following designations: T1C1, T2C1, T1C2, and T2C2.
Figure 4.11 depicts an illustration of a single build wall, the locations of specimen sectioning, the delineation of build layers, and dimensions of the tensile specimens and wall thickness. Specimens were designed by adapting the ASTM E8 standards to accommodate their unique thickness and length requirements. Subsequently, EDM was employed to extract the specimens from each set of walls, both in vertical and horizontal orientations with respect to the build direction. Specimens were sectioned from the center of the walls to prevent testing specimens that had interactions with the build plate during fabrication. Furthermore, the orientation is displayed on this figure with respect to the build direction (BD), scanning travel direction (SD), and transverse direction (TD). Specifically, the BD-SD plane corresponds the flat area of the specimens, the BD-TD plane illustrates the lateral cross-section across the thickness, and the SD-TD plane corresponds to a top down cross-section across the thickness.
Figure 4.11: Build direction and specimen dimensions. The component was deposited as a set of single wall from which tensile specimens were removed using EDM. Two nominal thicknesses, T1 (1.2 mm) and T2 (1.6 mm), and two powder compositions, C1 (1.08Cr/Nb ratio) and C2 (1.14Cr/Nb ratio), were employed in the component fabrication process.

4.2.1 Surface Topography

A comprehensive surface topography analysis was conducted on each batch of deposited wall to assess and investigate features that may trigger deformation and eventual fracture. Moreover, the specimens' surface was imaged using SEM at a lower magnifications to document the morphology, defects, and powder adhesion. The build boxes were deposited by melting one layer on top of another, resulting in a macro waviness on the deposited components' surface, a phenomenon referred to as the "layering effect" in this study. It is important to note that the layering effect can induce anisotropic behavior, particularly in the case of thinner single-bead width walls. It is worthwhile to mention that surface topography encompasses various aspects, including overall form, waviness, and roughness.
A distinction between surface roughness and surface waviness is made to clarify the features that impact the performance of the specimens under uniaxial loading, with a $80\mu m$ low-pass filter ($\lambda_c$) being applied to the surface measurements to derive the waviness profile. Surface roughness is characterized by smaller and closely spaced irregularities (chaotic powder adhesion to the surface) resulting from the excess powder not captured in the melt pool or ejected from the melt pool. The surface waviness characterizes more regularly spaced layers [100, 101]. A form correction was applied to "flatten" the surface to avoid deformation of the specimens within the measurement. Figure 4.12 illustrates a diagram of a deposited DED single-track wall specimen, with the deposited layers and interlayers indicated by blue arrows. It also includes an SEM image showing the surface of a specimen.
Figure 4.12: Illustrates (a) schematic representation of the cross-section of the build, featuring exaggerated layers and their interlayers, with a red box to highlighting the build layers, and (b) as image depicting the surface of an as-printed specimen at the location indicated by the red box is on part (a). Given the lack of significant variations in surface morphology among the specimens, only one specimen’s surface is displayed.

Table 4.4 shows each deposited wall’s areal surface topography measurements. Two specimens were randomly selected from each built wall for measure-
ments, and the results were averaged, with the standard deviation provided for each measurement. The reported values include the arithmetical mean height of an area \((Sa)\), root mean square height \((Sq)\), maximum peak height \((Sp)\), maximum valley depth \((Sv)\), maximum height \((Sz)\), and average measurement area for each deposited wall. Aerial surface topography measurements exhibited minimal variation across specimens within the same measurement category, indicating that there was little influence from the build thickness or powder composition.

**Table 4.4:** Measured values obtained from the surface analysis and the average measured area per specimen. Notice that there is little variation between the specimens in any given measurement.

<table>
<thead>
<tr>
<th></th>
<th>Sa</th>
<th>Sq</th>
<th>Sp</th>
<th>Sv</th>
<th>Sz</th>
<th>Area Size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(µm)</td>
<td>(µm)</td>
<td>(µm)</td>
<td>(µm)</td>
<td>(µm)</td>
<td>(mm²)</td>
</tr>
<tr>
<td>T1C1</td>
<td>13.2 ±1.5</td>
<td>18.4 ±2.2</td>
<td>106.3 ±17.3</td>
<td>84.0 ±22.4</td>
<td>190.3 ±5.2</td>
<td>10.3</td>
</tr>
<tr>
<td>T1C2</td>
<td>13.3 ±0.1</td>
<td>16.1 ±2.2</td>
<td>84.0 ±6.8</td>
<td>70.8 ±24.2</td>
<td>154.8 ±18.4</td>
<td>10.0</td>
</tr>
<tr>
<td>T2C1</td>
<td>12.9 ±1.8</td>
<td>16.9 ±0.0</td>
<td>97.3 ±6.0</td>
<td>61.0 ±3.7</td>
<td>158.2 ±9.6</td>
<td>10.4</td>
</tr>
<tr>
<td>T2C2</td>
<td>12.6 ±0.2</td>
<td>17.2 ±0.1</td>
<td>98.4 ±6.9</td>
<td>58.9 ±4.4</td>
<td>157.3 ±2.5</td>
<td>10.0</td>
</tr>
</tbody>
</table>

The surface topography exhibited consistent characteristics across all specimens, with the build layers being discernible independent of build thickness or powder composition. Additionally, no noticeable defects and minimal powder adhesion were observed in the examined areas, as seen in Figure 4.12. It is important to note that this deposition method did not yield a uniform thickness throughout the entire build height; instead, it resulted in smaller areas situated between the
deposited layers, the interlayers. These interlayers feature pronounced valleys, which can lead to stress concentrations and facilitate crack initiation. A profile analysis of the deposited walls is presented in Figure 4.13. An 80\(\mu\)m low-pass filter was also applied to discriminate the waviness data from areal surface roughness.

The analysis was conducted on an average of 51 profile lines within the measured area.

![Waviness profiles of deposited walls](image)

**Figure 4.13:** Waviness profile of the surface of each deposited wall.

The surface topography remains consistent across all specimens, independent of thickness or composition. This uniformity in surface topography, while specimen thickness varies, translates into a reduced percentage of the cross-sectional area serving as load-bearing area as specimen size decreases. Brown
et al. reported a similar phenomenon in their study on L-PBF 304L stainless steel and electron beam melting Ti-6Al-4V, where a decrease in mechanical properties was noticed when the component thickness was reduced, attributing this reduction to smaller load-bearing area and the presence of stress concentrations on the surface [92].

Moreover, the interlayers, displays is characterized by sharp valleys highlighted here using red dashed lines in Figure 4.13, while the layer peak is rounder. Sharp valleys can be regarded as notches in the specimens, which have the potential to generate stress concentrations and subsequently reduce the total elongation of the specimen. These findings align with previous research by Roach et al. [71], which identified surface roughness as a stress concentration capable of initiating deformation and fracture of specimens. Additionally, Arola et al. demonstrated that the magnitude of stress concentrations on machined surfaces correlates with the magnitude of the surface roughness [94]. This implies that the observed surface topography can significantly influence the mechanical response of the specimens under uniaxial loading, with potentially greater effects on thinner specimens.

4.2.2 Porosity

One specimen from each batch of deposited walls was randomly selected for μCT scanning to quantitatively assess the internal porosity. Porosity is a well known concern in AM alloys, and although it can be mitigated to some extent through HIP, it is not completely eliminated and can adversely affect mechanical
properties [40, 96, 57, 98, 24]. Therefore, it is imperative to quantify the porosity resulting from specific manufacturing processes, build thicknesses, and powder compositions.

Figure 4.14 provides a visual representation of the µCT scans, presenting a three-dimensional construct of the scanned volume, featuring information about the location, shape, and size of the pores. Notably, the pores are color-coded according to their volume, as indicated by the color bar accompanying each illustration. Table 4.5 displays the total scanned volume, total volumetric porosity, and the total percent porosity found in each specimen. Note that porosity is virtually negligible in all specimens. Although there appears to be notably less porosity in the thicker specimens (T2C1 and T2C2), the overall porosity in all specimens can be deemed insignificant, thus rendering the specimens fully dense.
Figure 4.14: Three-dimensional reconstruction for the µCT scans of representative specimens from each build.

Table 4.5: Total scanned volume, total porosity, and the percentage porosity for each build.

<table>
<thead>
<tr>
<th></th>
<th>Total Volume (mm³)</th>
<th>Total Porosity (mm³)</th>
<th>Porosity Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1C1</td>
<td>35.62</td>
<td>0.0010</td>
<td>0.0028</td>
</tr>
<tr>
<td>T1C2</td>
<td>43.63</td>
<td>0.0008</td>
<td>0.0018</td>
</tr>
<tr>
<td>T2C1</td>
<td>34.23</td>
<td>0.0005</td>
<td>0.0015</td>
</tr>
<tr>
<td>T2C2</td>
<td>36.58</td>
<td>0.0003</td>
<td>0.0008</td>
</tr>
</tbody>
</table>
The observed porosity within each specimen is minimal and predominantly exhibits a spherical shape, indicative of trapped gas, as opposed to irregular-shaped porosity typically associated with lack of fusion (LoF) [102, 103]. While DED copper has been reported to exhibit substantial porosity, both interlayer and intralayer [102], it has been demonstrated that this can be controlled and reduced through adjustments to the printing parameters [102, 104]. Consequently, although it is expected that these specimens have low porosity, a quantitative and qualitative examination remains essential.

Figure 4.15 presents a graphical representation of the frequency distribution of porosity volumes observed within each specimen, as measured by µCT. The majority of the porosity in all specimens measures 25,000 µm³ or smaller.

![Porosity Frequency](image)

**Figure 4.15:** Number of pores and their volume found in each deposited wall. It is evident that the majority of pores possess volumes smaller than 25,000µm³. Notably, 1.2mm specimens, represented by T1C1 and T1C2, exhibit a higher amount of porosity compared to 1.6mm specimens, T2C1 and T2C2.

It is worth noting that the thinner specimens exhibit more substantial porosity in comparison to their thicker counterparts, irrespective of pore volume.
Additionally, while porosity tends to be higher in thinner specimens, the total count of pores in all specimens is meager. Specimen T1C1 displays the highest pore count, with the µCT scan revealing fewer than 30 pores in the examined section.

### 4.2.3 Microstructure

The specimens microstructure was examined through a combination of optical microscopy, SEM, and EBSD techniques. This analysis aimed to observe microstructural variations along both the build direction (BD) and scanning travel direction (SD). Furthermore, EBSD was employed to determine crystallographic texturing, grain area, and the structure based on crystallographic misorientation. Figure 4.16 depicts a three-dimensional graphical representation of etched cross-sections at various locations of the specimen, with the coordinate system denoting the planes examined in this section.

![Figure 4.16: Composite image of the microstructure seen in the build direction (BD), scanning direction (SD), and transverse direction (TD) displayed as a three-dimensional cube.](image)

The BD-TD and SD-TD planes displayed equiaxed grains near the borders of the specimens with a less defined, large grains, grain structure on the center.
This characteristics arises from the rapid solidification of the outer surfaces during the deposition process. It is important to note that, the grain structure within the material is primarily governed by two key factors: the thermal gradient (G) and the growth rate (R). These parameters play a crucial role in determine both the size and morphology of the grains present in the microstructure [105, 18]. The distinct zigzag pattern observed on all specimens on the BD-SD plane is attributed to the deposition method used in the fabrication process, which entailed a striping (back and forth) scan strategy. This strategy results in alternating thermal gradients between successive deposited layers, consequently influencing the preferential direction of grain growth [106, 107, 108].

Furthermore, in order to quantify the grain structure and texture, EBSD was performed on the BD-SD plane, parallel to the build direction, and on the SD-TD plane, perpendicular to the building direction. Consequently, the specimens coordinate system was adjusted to accommodate the specific mounting orientation for each EBSD acquisition, as illustrated in Figure 4.16. Coordinates indicate the acquisition coordinates from the SEM system, and the specimen coordinates are Euler rotations to accommodate how the specimen is mounted for analysis. Thus, EBSD scans at the BD-SD plane of the specimen were collected facing the TD direction, with a (0,-90,0) rotation from the acquisition coordinates, and EBSD scans at the SD-TD plane were collected facing the BD direction, with a (-90,0,0) rotation from the acquisition coordinates.
4.2.3.1 Grains

The examination of grain structure was conducted perpendicular to the build direction in order to avoid the inclusion of elongated grains. The analysis employed EBSD to quantify grains based on their crystal orientation, providing a more accurate measurement of grain area as compared to traditional polishing and etching techniques.

Figure 4.17 depicts a grain map generated using randomly colored grains, with the analysis conducted on the ST-TD plane. Note that the colors used in this representation do not correspond to the actual crystallographic orientation of the grains, rather, they are applied randomly to differentiate one grain from its neighbors. The grain boundaries are distinguished by white lines for low-angle boundaries, with a misorientation angle between 6° and 10°, and black lines for high-angle boundaries with a misorientation angle exceeding 10°.
Figure 4.17: Randomly colored grains obtained from specimens oriented perpendicular to the build direction, on the SD-TD plane. High-angle grain boundaries are distinguished by black lines, and low-angle boundaries are represented by white lines. These maps clearly illustrate a pattern of smaller grains along the border of the specimens, with grain size gradually increasing towards the central region.

As explained previously, the variation in grain size between the surface and central regions of the specimens can be attributed to different cooling mechanisms. Convection is dominant on the surface, resulting in a significantly faster cooling rate compared to the central region, where conduction is dominant [18, 106]. The microstructure in DED builds can also be explained by the heat flow and cooling mechanisms present during the fabrication [107, 106]. Additionally, the
central region of the specimens exhibits numerous high- and low-angle boundary lines but lacks well defined grains. It is postulated that due to the preferred crystallographic orientation for FCC crystals and the continuous remelting during layer deposition, the grains are solidifying with misoriented crystals that fail to form distinct grains. Figure 4.18 displays the percentage of grain area for each specimen using measurements obtained through the EBSD analysis on the SD-TD plane, displayed on Figure 4.17.

![Grain Size Distribution](image)

**Figure 4.18:** Percentage of grain size distribution for each specimen. The data indicate little variation in the occurrence of grain sizes independent of specimen thickness or powder composition.

The analysis reveals a consistent distribution of grain area among all specimens, with approximately 30% of the grains falling within the range of 100 \( \mu m^2 \) to 250 \( \mu m^2 \). This indicates that the grain size remains relatively unaffected by variations in single-wall wall thickness and powder composition for the GRCop-42 under investigation.
4.2.3.2 Texture

Crystallographic texture analysis focused on the BD-SD plane due to challenges in mounting thin specimens perpendicular to the build direction and specimen preparation inherent difficulties \(\text{i.e., uneven polishing}\).

Figure 4.19 present scans parallel to the BD, along BD-TD plane. Epitaxial grain growth is observed aligned with the heat flow direction. These grains present a preferred growth orientation during solidification based on the heat gradient along the BD, from left to right, as previously observed in DED textures \[107, 109, 77\]. The color coding in the figure represents the [101] orientation, corresponding to the IPF with respect to the TD direction (IPF/Y map), which is normal to TD during acquisition. The pole figures (PF) required minor manual adjustments to properly align the texture with the proper poles due to slight misalignments during specimen preparation and SEM stage setting for EBSD. The texture is described with the indices \{hkl\}<uvw>, where the first indices \{hkl\} describes the crystallographic plane and the second indices <uvw> describe the crystal direction \[110\].
Figure 4.19: IPF maps, colored according to the TD direction, were generated for the BD-SD plane, along with their corresponding PF. It is evident in these representations that all specimens exhibit a strong (001) texture. Additionally, a fully defined \{001\}<101> texture is observed across the specimens.
A fully defined crystallographic texture, \{001\}<101>, is evident. The first set of indices, \{001\}, describes the crystallographic plane parallel to BD, while the second set, <101>, designates the direction parallel to the scanning travel direction. Notably, all specimens exhibit high texture on the (001) plane. This alignment can be attributed to the tendency of FCC crystals to form in the \(<001>\) direction during solidification [105, 108]. Furthermore, crystals tend to solidify parallel to the direction of heat flow, aligned with the maximum thermal gradient at the solidification front [111], which is, typically, normal to the BD in AM processes [112]. During the LP-DED, the deposition path (and thus heat flow direction) changes, establishing the growth direction [113]. A deviation from the build direction is observed during solidification, with the grains solidifying at an angle of 45° to 60° from the deposition surface, ultimately leading to a highly textured material in the [101] direction. Similar behavior has been documented in Inconel-718 [114, 113] and in 316L thin walls [107].

4.2.4 Quasi-Static Test

The surface irregularities produced during layer deposition and the distinct layering observed in DED specimens pose challenges to obtaining precise measurements using calipers to determine a specimen’s effective load bearing area. As demonstrated in a previous study [40], the measurement that yields a more accurate cross-sectional area is resolved through \(\mu\)CT scanning. This method involves dividing the total scanned volume by the depth of the scan. However, due to its inherently high cost and time-intensive nature, only one specimen for each
deposited wall was subjected to µCT scanning. Additionally, as specimens are likely to fracture at the smallest cross-sectional area, the minimum area identified via µCT was adopted as the load-bearing area in this study instead of the average cross-sectional area.

To explore a more cost-effective approach for calculating the load-bearing area, this study examined the possibility of establishing a correlation between caliper measurements and the maximum peak height, denoted as $Sp$. The $Sp$ value was determined from the average surface topography measurements of specimens for each deposited wall. To adjust the cross-sectional area, the $Sp$ value was subtracted from the caliper measured thickness prior to multiplying it by the caliper-measured width. This process yielded close approximations to the area obtained through µCT measurements. A comparable approach for determining the load-bearing area was employed by Yu et al., where the mean value of the peak height was subtracted from the caliper-measured cross-section [75]. In other studies, various methods have been devised to correlate the surface topography of AM components with caliper-measured areas for estimating the effective load-bearing area [77, 76].

Table 4.6 presents the width, thickness, $Sp$, calculated area, µCT area, and the percent error for each specimen. As observed, the effective load-bearing area can be more accurately determined by subtracting the highest peaks from a caliper-measured thickness.
Table 4.6: Provides the caliper-measured width, caliper-measured thickness, maximum peak height \((Sp)\), adjusted area, minimum µCT measured area, and the corresponding percentage error between the adjusted area and the minimum µCT measured area.

<table>
<thead>
<tr>
<th></th>
<th>Width (mm)</th>
<th>Thickness (mm)</th>
<th>Sp (mm)</th>
<th>Area (mm(^2))</th>
<th>µCT (mm(^2))</th>
<th>Percent Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1C1</td>
<td>1.97</td>
<td>1.28</td>
<td>0.106</td>
<td>2.30</td>
<td>2.34</td>
<td>1.71</td>
</tr>
<tr>
<td>T1C2</td>
<td>2.46</td>
<td>1.21</td>
<td>0.084</td>
<td>2.77</td>
<td>2.58</td>
<td>-7.36</td>
</tr>
<tr>
<td>T2C1</td>
<td>1.89</td>
<td>1.51</td>
<td>0.097</td>
<td>2.67</td>
<td>2.66</td>
<td>-0.38</td>
</tr>
<tr>
<td>T2C2</td>
<td>1.94</td>
<td>1.60</td>
<td>0.098</td>
<td>2.91</td>
<td>2.87</td>
<td>-1.39</td>
</tr>
</tbody>
</table>

It is noteworthy to mention that these calculations are based on the assumption of uniform surface topography on both sides of the wall and consistent throughout the specimen’s height. This assumption is reasonable because the powder and printing parameters remained constant during the entire deposition process for each wall. Further validation of the proposed method for adjusting the cross-sectional area was obtained by generating stress-strain curves using the caliper-measured area, minimum µCT-measured area, and the adjusted area for each specimen. These results were then compared to the stress-strain curve of polished specimen, which is unaffected by surface roughness and waviness. The comparative findings are presented in Figure 4.20.
Figure 4.20: Overlay of engineering stress-strain curves obtained using various cross-sectional area calculation methods. It is evident that the caliper-measured area results in the lowest stress values, while the minimum μCT-measured area, the calculated area, and the polished specimen exhibit comparable stress responses.

The findings support the validity of subtracting the maximum peaks from the caliper-measured area, resulting in estimates closely resembling those derived from the minimum μCT-measured area and the polished specimens. Consequently, this approach is considered reliable from cross-sectional area determination of DED GRcop-42 specimens.
The size effects and orientation effects present during the DED builds were investigated through quasi-static loading tests using the adjusted cross-sectional area method described above. Figure 4.21 depicts the engineering stress-strain relationship for horizontal and vertical specimens, along with essential material properties such as Young’s Modulus (E), YS, UTS, and percent elongation, as listed in Table 4.7.

**Figure 4.21:** Engineering stress-strain curves for as-printed specimens oriented both horizontal and vertical directions with respect to the build direction. Note that horizontal specimens have similar elongations to each other. Conversely, the vertical specimens display a significant reduction in elongations, with a 38% decrease in thicker specimens and a 51% reduction in thinner specimens compared to their horizontal counterparts.
Table 4.7: Mechanical properties of the specimens tested. The specimens are categorized as follows: T1 and T2 represent thicknesses of 1.2mm and 1.6mm respectively, while C1 and C2 correspond to alloy compositions with 1.08Cr/Nb and 1.14Cr/Nb respectively. The designations of H and V signify horizontal and vertical specimen orientations, respectively.

<table>
<thead>
<tr>
<th></th>
<th>E (GPa)</th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
<th>% Elongation</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1C1</td>
<td>80 ± 9.5</td>
<td>97 ± 2.7</td>
<td>281 ± 5.7</td>
<td>23 ± 0.7</td>
</tr>
<tr>
<td>T1C1</td>
<td>78 ± 3.3</td>
<td>103 ± 5.4</td>
<td>290 ± 5.9</td>
<td>42 ± 5.9</td>
</tr>
<tr>
<td>T1C2</td>
<td>62 ± 3.3</td>
<td>101 ± 6.3</td>
<td>282 ± 12.3</td>
<td>19 ± 2.6</td>
</tr>
<tr>
<td>T1C2</td>
<td>67 ± 15.4</td>
<td>121 ± 14.3</td>
<td>301 ± 10.7</td>
<td>37 ± 8.7</td>
</tr>
<tr>
<td>T2C1</td>
<td>69 ± 12.8</td>
<td>97 ± 4.8</td>
<td>285 ± 5.3</td>
<td>25 ± 2.3</td>
</tr>
<tr>
<td>T2C1</td>
<td>92 ± 0.6</td>
<td>96 ± 3.3</td>
<td>290 ± 2.1</td>
<td>48 ± 4.3</td>
</tr>
<tr>
<td>T2C2</td>
<td>70 ± 14.1</td>
<td>102 ± 9.0</td>
<td>296 ± 2.6</td>
<td>30 ± 3.6</td>
</tr>
<tr>
<td>T2C2</td>
<td>97 ± 13.7</td>
<td>104 ± 10.9</td>
<td>257 ± 8.3</td>
<td>47 ± 2.5</td>
</tr>
</tbody>
</table>

The data presented in Table 4.7 reveal differences in YS and UTS between horizontal and vertical specimen orientations, particularly when considering two specimens thicknesses, 1.2mm and 1.6mm as well as two different alloy compositions, 1.08Cr/Nb and 1.14Cr/Nb. For the 1.2mm specimens, the YS and UTS are consistently higher in horizontal specimens when compared to their vertical counterparts. Specifically, specimen T1C1 exhibits a 6.42% higher YS and 3.25%
higher UTS for the horizontal orientation, while specimen T1C2 29.00% higher YS and 7.24% higher UTS in the horizontal orientation. In contrast, the 1.6mm specimens generally exhibited lower YS in the horizontal orientation, though UTS values vary. For instance, specimen T2C1 demonstrates a 0.13% lower YS but a 1.76% higher UTS for the horizontal specimens, whereas specimen T2C2 exhibits a 9.52% lower YS and a 13.29% lower UTS.

The relationship between specimen strength and build orientation has been observed before by Yadav et al. [102], who explored the properties of copper specimens fabricated through DED in the horizontal and vertical orientations. It was reported a 12.7% higher YS and a 3.7% higher UTS for horizontal specimens compared to vertical specimens. These variation was attributed to differences in microstructure formed along the build direction and scanning travel direction. Figure 4.22 shows a graphical representation of the results displayed in Table 4.7.

![Figure 4.22: Mechanical properties of the tested specimens presented in Table 4.7. Chart (a) illustrates the YS and UTS values for each specimen, while chart (b) displays the percent elongation for these specimens.](image)

From Table 4.7, Figure 4.21, and Figure 4.22, it is evident that horizontal specimens exhibit approximately twice the elongation of their vertical counter-
parts. This discrepancy can be attributed to the pronounced layers observed in the as-printed walls, which generate stress concentrations in the interlayers and reduce the effective load-bearing area. Furthermore, orientation and thickness dependence are apparent, where thicker vertical specimens exhibit a lower decrease in ductility compared to thinner horizontal specimens, a trend ascribed to the smaller load-bearing area perpendicular to the load direction, providing a lower resistance to crack propagation.

Another comparable size effect becomes evident among the vertical specimens, where specimens T2C1 and T2C2, both 1.6mm, demonstrate approximately 6% higher elongation compared to specimens T1C1 and T1C2, which are 1.2mm. This can be attributed to the difference in specimen thickness, with thicker specimens offering a relatively larger effective load-bearing area that can better sustain stress concentrations induced by the layering effects. Yadav et al. observed negligible differences in elongation between horizontal and vertical DED copper specimens, with values in the range of 19% to 20%, where the low elongation was primarily attributed to the fine grain size rather than surface effects [102]. In contrast, Ti-6Al-4V produced through DED exhibited twice the elongation [57, 18] and superior properties [115] for horizontal specimens compared to vertical specimens. This difference was attributed to planar porosity resulting from incomplete remelting and incomplete melted powder particles in vertical specimens. This observed anisotropy was shown to be eliminated with HIP [57, 18], which assisted in closing the porosity and homogenizing the microstructure.
Furthermore, Balit et al. [107] showed 4.5% higher ductility for vertical specimens compared to horizontal specimens in 316L DED thin wall specimens. It is important to note that Balit polished the specimens to remove surface topography and part distortions, emphasizing the need to investigate mechanical responses in the absence of surface artifacts. Figure 4.23 provides engineering stress-strain plots for polished horizontal and vertical specimens, where the cross-sectional area was calculated using a calipers to flat surfaces (not surface topography effects).

![Figure 4.23: Engineering stress-strain plots for polished specimens on vertical and horizontal orientations.](image)

The stress-strain curves for horizontal and vertical specimens in the polished condition are virtually identical, indicating that discrepancies in YS and UTS attributed to specimen thickness and composition disappears. Additionally, the lower elongation observed in vertical specimens compared to horizontal specimens is eliminated in the absence of surface artifacts. These results highlight the
significant contribution of uneven surface topography to the observed differences in tensile response.

4.2.5 Fractography

Fractography analysis was conducted on post-tensile test specimens to establish correlations between microstructural features such as grain structure, porosity, and surface characteristics, and their impact on mechanical performance and fracture features. Figure 4.24 displays SEM images of vertical specimens with the as-printed surface. It is notable that fractures occur within the interlayers, coinciding with areas characterized by stress concentrations and exhibiting the smallest cross-sectional area of the specimens’ gage section.
During uniaxial loading, it is observed that multiple layers within the specimens experience separation, which means the specimens started to fail at several locations along the gage section. Note that all fractures initiate in the interlayers of the deposited specimens. This observation is consistent with expectations, as the interlayers represent the weakest regions in the specimens and are oriented perpendicular to the direction of the applied load.

Figure 4.25 depicts optical images of post-tensile test vertical specimens with both, as-printed and polished surfaces, specimens were etched to highlight
the fracture location relative to the build layers. Note that the surface of the polished specimens is polished prior to performing the tensile test in order to compare the relationship between microstructure fractures and fracture surface for polished specimens versus specimens tested with the as-printed surface.
Figure 4.25: Etched cross-section of post-tensile test vertical specimens in the as-printed (unpolished) surface and polished conditions. The as-printed specimens display a significantly higher amount of deformation in between deposited layers compared to the polished specimens.
The specimens with the as-printed surface presented a significantly higher degree of deformation between the deposited layers in comparison to the specimens that were subjected to pre-tensile testing polishing. It is presumed that the higher degree of deformation is due to the stress concentration arising between the deposited layers during the fabrication process. The stress concentrations are eliminated by polishing the specimens, which is verified by a lower degree of deformation in the polished specimens as well as the increased elongation for polished vertical specimens described in Section 4.2.4. This observation suggests that when a load is applied perpendicular to the BD, the interlayers emerge as the weak points in an DED deposited components. This susceptability can be attributed to their smaller cross-sectional area, rendering them less capable of resisting crack propagation and stress concentration, and therefore acting as crack initiation sites. Consequently, it is reasonable to conclude that the interlayers cause a reduced elongation observed during quasi-static testing.

Furthermore, although significantly less deformation is observed on the polished specimens than the as-printed specimens, deformation is still visible between the deposited layers, as seen in Figure 4.25. This indicates that additional features lead to the interlayers being a weaker point in the deposited parts. As the deformations are primarily located in or around the interlayers, it is postulated that the change in crystallographic orientation with each subsequently deposited layer is responsible for the deformation. However, a more in depth analysis is required to characterize this behavior.
4.3 Comparison Between Laser Powder Bed Fusion and Direct Energy Deposition of GRCop-42

Although both L-PBF and DED deposition techniques build components on a layer-by-layer fashion, they differ on the build ambient, feedstock, power, speed, and size. The deposition time also varies significantly with each process, DED exhibiting a deposition rate of five times of the L-PBF (25cm$^3$/h for DED compared to 5cm$^3$/h for L-PBF). However, the increase in deposition rate comes at the sacrifice of geometric precision and feature resolution [116].

Moreover, the laser spot size in DED is typically an order of magnitude larger with a scanning velocity of 1-2 orders of magnitude smaller than L-PBF, and the powder size used in DED systems is also 2-5 times larger than the powder size used in L-PBF [117, 118]. Since the laser diameter in L-PBF is an order of magnitude smaller, it results in smaller melt pools, and thus, a higher solidification rate. It has been reported that the cooling rate in L-PBF is 1000x faster than DED [117], which has a direct impact on the microstructure [119]. Additionally, the higher scanning velocities in L-PBF lead to higher solidification velocities and higher thermal gradients, which can also lead to changes in the solidification structure.

Aside from microstructural differences, the deposition method influences the surface topography, internal defects, and residual stresses. For instance, L-PBF components are build on a build plate surrounded by loose powder which are partially melted during the fabrication process and stick to the components’
surface [120]. Furthermore, internal defects also result from the power used during the deposition process and are detrimental to mechanical properties [96, 24, 97, 98]. For example, the power intensity can lead to inadequate melt pool penetration or powder vaporization resulting from lower or higher power input, respectively [121, 122]. These aspects need to be evaluated to understand its implications on the mechanical properties for each material and fabrication process.

This section characterizes GRCop-42 produced using L-PBF and DED processes. It investigates the surface topography, internal defects, microstructure and texture, and tensile responses of specimens from both deposition methods. Given that both L-PBF and DED have distinct advantages and end-use applications, it is important to fully characterize their individual properties and highlight these differences by comparing each aspect of the fabrication methods.

### 4.3.1 Surface Topography

Surface topography is the result of several parameters during the fabrication process and plays a pivotal role in determining a component’s performance. For instance, research has revealed that surface topography can decrease the strength of specimens [92, 93, 94], which arises from stress concentrations created by surface roughness. However, it has also been demonstrated that the magnitude of the stress concentration is directly related to the magnitude of the surface roughness [94]. This implies that lower levels of surface roughness may have an insignificant impact on the strength of a specimen. In this study, numerous parameters are expected to influence surface topography. These include
aspects related to the material feedstock, such as the alloy type, particle size, and powder morphology. Additionally, the deposition process selection (i.e., L-PBF and DED), and the specific process parameters, such as heat source power, travel speed, layer height, and scan strategy are instrumental in shaping the surface topography [117]. For example, the surface roughness increases as the layer thickness increases, decreasing the layer thickness would reduce surface roughness but increase the build time [123].

Figure 4.26 displays SEM images of the surface for (c) L-PBF specimens and (d) DED specimens. Part (a) and (b) offer graphical representations of the specimen’s orientation relative to the build plate along with their coordinate axis. Additionally, red boxes on the specimens are used to indicate the location from which the SEM images were acquired.
L-PBF specimens exhibit a substantial accumulation of loose and partially melted powder adhering to the surface, a consequence of their fabrication process, which occurs within an environment containing loose powder surrounding the component being built. This could also be caused by improper heat input, which can result in the adhesion of partially melted particles to the surface or balling effect [120]. In contrast, DED specimens display little powder adhering to the surface, implying that most of the powder blown into the laser source was either melted or immediately blown away from the component. However, DED
specimens exhibited evident layers, a direct outcome of their deposition process, while L-PBF specimens lack any noticeable surface waviness. These interlayers present on DED specimens can induce stress concentrations and potentially lead to a significant overestimation of the load-bearing area. Both these characteristics require careful consideration during the component design process.

Table 4.8 displays the surface roughness values obtained for both the L-PBF and DED specimens. The following surface characterization parameters were measured: average areal surface roughness (Sa), root mean square surface roughness (Sq), max measured valley depth (Sv), maximum measured peak height (Sp), and the collective range of maximum height of the surface (Sz).

**Table 4.8:** Surface topography values obtained from the surface analysis through laser microscopy for both L-PBF and DED specimens.

<table>
<thead>
<tr>
<th>Thickness</th>
<th>Sa (µm)</th>
<th>Sq (µm)</th>
<th>Sv (µm)</th>
<th>Sp (µm)</th>
<th>Sz (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0mm - L-PBF</td>
<td>22 ±2.0</td>
<td>28 ±2.2</td>
<td>79 ±8.9</td>
<td>95 ±14.0</td>
<td>176 ±10.3</td>
</tr>
<tr>
<td>1.7mm - L-PBF</td>
<td>20 ±2.8</td>
<td>25 ±3.3</td>
<td>75 ±7.9</td>
<td>91 ±14.6</td>
<td>165 ±18.2</td>
</tr>
<tr>
<td>1.2mm - DED</td>
<td>13 ±0.1</td>
<td>17 ±0.0</td>
<td>61 ±3.7</td>
<td>97 ±6.0</td>
<td>158 ±9.6</td>
</tr>
<tr>
<td>1.6mm - DED</td>
<td>13 ±0.2</td>
<td>17 ±0.1</td>
<td>59 ±4.4</td>
<td>98 ±6.9</td>
<td>157 ±2.5</td>
</tr>
</tbody>
</table>

Both specimen thicknesses for each deposition method are in good agreement with each other, suggesting minimal surface topography variation within the same build. Moreover, the surface topography values appear to be similar
for both deposition methods. While $S_a$, $S_q$, and $S_v$ values for L-PBF specimens are slightly higher, they exhibit no significant differences between the two methods. The most pronounced divergence is the $S_v$ value, with an $18\mu m$ differential observed between the 1.0mm L-PBF specimen and the 1.2mm DED specimen. Importantly, while the numerical values of surface topography measurements may not significantly differ between L-PBF and DED process, it is crucial to acknowledge that the impact of surface topography on components can vary significantly between these deposition methods. For instance, while the surface roughness in the absence of waviness had a negligible influence on the quasi-static response of L-PBF GRCop-42 [40], the pronounced waviness observed in GRCop-42 produced via DED had a significant impact on specimen elongation [124].

### 4.3.2 Porosity

Internal defects, such as gas porosity and lack of fusion, are common in AM components and significantly impact mechanical properties. These defects are closely related to the manufacturing process. For instance, a high power density can lead to powder vaporization, entrapping gases within the material [122], whereas lower power inputs can result in insufficient melt pool penetration on the previously deposited layers, creating lack of fusion defects [121]. Additionally, porosity can arise from gas entrapment during the deposition process, often due to the use of inert gases used to prevent contamination, or even during the powder atomization process [117].
Figure 4.27 displays a three-dimensional graphical representation of \( \mu \text{CT} \) scans for both L-PBF and DED specimens. It is evident that L-PBF specimens exhibited a higher occurrence of porosity compared to DED specimens. Furthermore, the porosity in L-PBF specimens appear to be of irregular shapes, indicative of lack of fusion defects, while DED specimens display spherical porosity, typically associated with entrapped gases [102, 103]. Quantitative porosity data, including porosity volume, scanned volume, and the porosity ratio percentage, are presented in Table 4.9.

Figure 4.27: Graphical illustration of a three-dimensional reconstruction of the \( \mu \text{CT} \) scans. Note that L-PBF specimens display substantially more porosity than DED specimens.
Table 4.9: Porosity values obtained from the $\mu$CT analysis depicting the total scanned volume, porosity volume, and the porosity volume ratio percentage. It is noteworthy to mention that these scans were conducted at different times, leading to a different total volume scanned.

<table>
<thead>
<tr>
<th>Total Volume</th>
<th>Porosity Volume</th>
<th>Porosity Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>(mm$^3$)</td>
<td>(mm$^3$)</td>
<td>(%)</td>
</tr>
<tr>
<td>1.0mm - L-PBF</td>
<td>2.0</td>
<td>0.008</td>
</tr>
<tr>
<td>1.7mm - L-PBF</td>
<td>4.4</td>
<td>0.005</td>
</tr>
<tr>
<td>1.2mm - DED</td>
<td>43.6</td>
<td>0.0008</td>
</tr>
<tr>
<td>1.6mm - DED</td>
<td>36.6</td>
<td>0.0003</td>
</tr>
</tbody>
</table>

In L-PBF specimens, internal defects constituted a notable portion, approximately 0.42% of the volume for 1.0mm specimens and 0.12% for 1.7mm specimens. Interestingly, the volume of porosity demonstrated a decrease as the specimen’s thickness increased, as reported previously [40]. In sharp contrast, DED specimens exhibited minimal porosity, regardless of the specimen thickness, and can be considered fully dense.

Internal defects are widely acknowledged as significant influencers of a material’s mechanical response [96, 24, 97, 98], and studies have revealed that they become increasingly critical in reducing material strength as the specimen size decreases [40]. Therefore, it is reasonable to expect that the mechanical properties of GRCop-42, produced via L-PBF and DED, will exhibit differences corresponding to the variations in porosity content.
4.3.3 Microstructure

The AM process encompasses a multitude of parameters including scanning speed, power, spot size, powder size, powder layer thickness (in the case of L-PBF), and powder flow rate (in the case of DED). The differing thermal conditions in these two processes can be quantified through the normalized energy density, represented as $E^*$, defined as

$$E^* = \frac{P^*}{v^*l^*h^*}$$ (4.1)

where $P$ is the laser power, $v$ is the laser velocity, $l$ is the layer thickness, $h$ is the hatch spacing, and * designates normalized values, which is calculated as

$$E^* = \frac{A_b P}{2v l h \kappa (T_m - T_0)}$$ (4.2)

where $A_b$ is the absorptivity, $\alpha$ is the thermal diffusivity, $\kappa$ is the thermal conductivity, $T_m$ is the melting point (solidus) and $T_0$ is the initial temperature [118, 125]. This parameter, provides insight into the energy required to melt a certain amount of material.

These parameters have a direct impact on the resulting grain structure and crystallographic texture. The critical parameters for determining these outcomes are the temperature gradient $G$, solidification rate $R$, and undercooling $\Delta T$ [117]. The combination of these parameters governs the solidification behavior: the ratio $G/R$ governs the mode of solidification, while the product $G \times R$ determines the
size of the solidification structure [126]. In AM components, the grain growth rate is significantly influenced by the scanning speed and the location of the melt pool boundaries, which diverge substantially between L-PBF and DED processes [117].

Figure 4.28 depicts etched microstructures of L-PBF specimens on the left and DED specimens on the right. The microstructures in both parallel to the build direction (BD-SD plane) and perpendicular to the build direction (TD-SD plane) are shown on the upper and lower sections of the figure, respectively.

![Figure 4.28: Optical images of the specimens etched cross-sections displaying the planes parallel to the build direction on the top roll and perpendicular to the build direction on the bottom roll. L-PBF specimens are depicted on the left and DED specimens on the right.](image)

Significant variations in microstructures are evident between the two deposition methods. L-PBF demonstrates epitaxial grain growth through the layers
parallel to the build direction while easily discernible laser scan spots perpendicular to the build direction. These observations is in line with previous work [127], which showed nearly vertical columnar grain growth for specimens produced through L-PBF. In contrast, DED specimens display a zig-zag pattern running parallel to the build direction. The directional change occurs due to the alignment of grain growth with the temperature gradient [117]. Moreover, the alteration in directionality is a consequence of the bidirectional scanning mode employed during fabrication [108]. Perpendicular to the build direction, DED specimens presented a combination of grain structures: fine equiaxed grains appear along the wall edges, while the grain size increases towards the center. This phenomenon is attributed to variations in solidification rates - faster solidification at the edges, dominated by convection, compared to the center where conduction prevails [18, 106].

Figure 4.29 displays the inverse pole figure (IPF) maps for both L-PBF and DED specimens with scans obtained parallel to the build direction along with their respective pole figures. It is noteworthy to mention that the although the specimen orientations are identical for both specimens, the acquisition orientation during data collection are different and thus, the maps are using different coordinates and colored accordingly.
L-PBF reveals moderately textured specimens, featuring a maximum multiples of uniform distribution (MUD) number of 4.19. The majority of grains oriented along the \(<001>\) direction along the build direction, which is consistent with other cubic materials \([86, 118]\). DED specimens are highly textured, characterized by a MUD number of 33.95 and present \(<001>\) oriented grains with rotated cube texture along the build direction. These divergent texture patterns are likely contributors to a higher degree of anisotropy for DED specimens.

These variations in texture can be attributed to the distinctive deposition techniques employed. L-PBF entails multiple remelting of layers and a specific scanning strategy, which results in multiple solidification fronts \([91]\). Conversely, DED employed a striping back and forth strategy, yielding continuous solidifica-
tion fronts in each layer. This aligns the heat flow direction with the preferred crystal growth direction, leading to a highly textured structure [117].

4.3.4 Quasi-static Test

Mechanical properties of the specimens were determined through quasi-static tests conducted until failure. To mitigate potential inaccuracies in cross-sectional area measurements due to surface topography, and considering the cost and feasibility of alternative methods, a correlation between surface topography and caliper measurements was established.

The engineering stress is then calculated with Equation (3.8). Where $A_c$ was determined differently for L-PBF and DED specimens. For the L-PBF specimens, twice the $Sp$ value was subtracted from both the width and the thickness, as shown in Equation (3.7) ($A_c = (w - 2Sp) \times (t - 2Sp)$). In contrast, due to the smooth surfaces on the width of the DED specimens resulting from EDM, the cross-section area was determined by subtracting the $Sp$ value from the thickness before multiplying by the width to calculate the area, as shown in Equation (3.6) ($A_c = (w) \times (t - Sp)$).

It is important to note that for L-PBF specimens, the calculated cross-sectional area was related to the $\mu$CT area measurements [40], whereas the the cross-sectional area for DED specimens was derived from stress-strain measurements of polished specimens and the minimum $\mu$CT area [124]. Other studies have also explored the correlation between caliper-measured areas and sur-
face topography values for calculating the cross-sectional areas of AM specimens [75, 76, 77, 78].

Figure 4.30 provides the engineering stress-strain curves for specimens with the (a) as-printed surface and (b) a comparison between specimens tested with the as-printed surface and specimens with a machined or polished surface to investigate the effects of surface topography on the tensile response. In addition, the measured material properties for specimens with the as-printed surface, including the Young’s modulus, YS, UTS, and elongation, are displayed in Table 4.10.

Figure 4.30: Engineering stress-strain curves for (a) specimens with the as-printed surfaces and (b) a comparison between specimens with the as-printed surfaces and specimens with a surface finish, either polished or machined.
Table 4.10: Mechanical properties of L-PBF and DED specimens tested with the as-printed surface.

<table>
<thead>
<tr>
<th></th>
<th>Young's Modulus (GPa)</th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
<th>Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0mm - L-PBF</td>
<td>72 ±26.9</td>
<td>145 ±4.2</td>
<td>287 ±9.9</td>
<td>20 ±3.0</td>
</tr>
<tr>
<td>1.7mm - L-PBF</td>
<td>84 ±12.3</td>
<td>165 ±2.4</td>
<td>331 ±5.9</td>
<td>25 ±2.2</td>
</tr>
<tr>
<td>1.2mm - DED</td>
<td>62 ±3.3</td>
<td>101 ±6.3</td>
<td>282 ±12.3</td>
<td>19 ±2.6</td>
</tr>
<tr>
<td>1.6mm - DED</td>
<td>70 ±14.1</td>
<td>102 ±9.0</td>
<td>296 ±2.6</td>
<td>30 ±3.6</td>
</tr>
</tbody>
</table>

L-PBF specimens with the as-printed surface depict a decrease in strength of over 13% and over 20% reduction in elongation as the specimen thickness is reduced. This reduction is attributed to increased porosity in thinner specimens [40]. In contrast, DED specimens maintain a relatively consistent strength regardless of specimen thickness. However, the elongation drops by over 36% with decreasing specimen thickness. This behavior is linked to thicker specimens having a larger cross-sectional area to resist crack propagation [124]. Furthermore, it’s worth noting that the surface finish resulting from each deposition method influences the mechanical properties differently. The surface topography of L-PBF specimens has little to no significant impact on the mechanical response, resulting in a strength decrease of approximately 6%. In contrast, surface topography significantly affects the mechanical properties of DED specimens, with a 57%
increase in elongation observed for polished specimens compared to as-printed specimens.

A significant disparity in the mechanical response is observed between L-PBF and DED specimens. Firstly, the elongation appears comparable for each thickness in the as-printed conditions. Secondly, the YS of DED specimens is notably lower than L-PBF specimens, regardless of thickness. Additionally, the UTS of both thicknesses of DED specimens is similar to that of the 1.0mm L-PBF specimen but approximately 11% lower than that of the 1.7mm L-PBF specimen. This variation in strength between L-PBF and DED specimens can be attributed to the Hall-Petch effect [128], which states that reducing the grain size of a material increases its strength, as L-PBF specimens show significantly smaller grains than DED specimens, according to the Hall-Petch effect, given in Equation (2.3). This effect is responsible for the higher ductility observed on DED specimens due to their larger grain size when compared to L-PBF specimens.

4.3.5 Fractography

Fractography was conducted on specimens after tensile testing to investigate the predominant failure mechanisms associated with each deposition method. It is important to note that, for the analysis, L-PBF specimens, on the left, were mounted and polished, whereas DED specimens remained in their as-printed condition. This was done to highlight the deformation mechanisms observed in each deposition process. Figure 4.31 display postmortem SEM images perpendicular to the fracture plane for both L-PBF and DED specimens.
In L-PBF specimens, the dominant failure mechanism is associated with internal defects. Extensive porosity is evident on the specimen, with these pores contributing significantly to the propagation of cracks in specimens of both thicknesses. Porosity growth and coalescence is a common failure mode on ductile materials [129]. The clustering of pores promotes their coalescence, resulting in an accelerated growth of pores [130]. In contrast, DED specimens exhibited minimal porosity and thus do not significantly influence specimen fracture. Instead, the failure in DED specimens is primarily attributed to the separation of deposited layers, along the interlayers. The interlayers are a source of stress concentrations,
which are capable of triggering crack initiation [71], and are also a weak point as it has a smaller cross-sectional area, having less material to resist crack propagation.

4.4 Size Effects and Fatigue on Laser Powder Bed Fusion

The influence of component size on fatigue strength has been well documented in previous studies [35, 131, 132, 133]. Typically, an increase in component size is associated with a reduction in fatigue strength. This phenomenon is a result of fatigue initiation from mechanical discontinuities within the material, often stemming from undetected flaws. Thus, increasing the volume of material in a component increases the probability of finding a critical-sized flaw. For instance, EN-GJS-400-18-LT, a ductile cast iron used in wind turbine components, exhibited a higher fatigue strength for 21mm diameter specimens compared to 50mm diameter specimens. This discrepancy was attributed to the lower cooling rates in thicker blocks, resulting in reduced nodularity and nodule size, decreasing the fatigue strength [133]. Additionally, Sun et al. estimated that the fatigue strength for a full-scale railway axle (EA4T) at a 90% survival probability is 33% lower than that of 4mm specimens, at a fatigue life of $10^6$ cycles [131].

However, while a decrease in fatigue strength with increasing specimen size is observed, the opposite trend has also been reported. Wang et al. [134] found that the fatigue strength of 18CrNiMo6-7 alloy steel increased as the specimen diameter increased from 3mm to 7.5mm. One potential explanation for this behavior was the presence of residual compressive stress on the surface of larger specimens, which slightly exceeded that of smaller specimens. Bu [135] also ob-
served that the the crack propagation areas were consistent across specimens of
different sizes through fracture analysis of aviation ear flaps made from aluminum
alloy. This suggests that the absolute length of fatigue cracks was longer for larger
specimens. Furthermore, it is important to recognize that the critical size of a
defect increases with increasing component size [133].

Consequently, size effects may lead to an increase or decrease in fatigue
strength and life depending on the operative and dominant deformation and fail-
ure mechanisms for a particular material. Since components manufactured by AM
typically contain internal defects (i.e., porosity, lack of fusion, etc.), increased sur-
face roughness compared to wrought, microstructural heterogeneities, and resid-
ual stresses [27, 136], it would be rational to expect larger AM components to
have shorter fatigue lives due to the heightened probability of encountering crit-
ical manufacturing induced defects. Nonetheless, the findings from quasi-static
tests on AM components have displayed a different trend [40, 124], suggesting
different mechanics at play. Thus, technological size effects emerge as a pivotal
determinant of the fatigue life of such components.

For this study, a total of 26 specimens were fabricated together in the
same build as individual tensile flat bars parallel to the build direction (BD). The
specimens were fabricated using GRCop-42 pre-alloyed gas atomized powder on an
EOS M400-1 Series printer with a Yb-fiber IR laser, on a stainless steel base plate
coated with a nickel-based alloy (IN718). Specimens were deposited with a power
of 300W, 1000mm s$^{-1}$, 0.04mm layer thickness, and 0.1mm hatching distance,
employing a continuous scan pattern was used during the deposition process to
prevent melt pool contamination with ejecta. Which could be detrimental to mechanical properties due to possible lack of fusion defects [137, 138]. Finally, a contour pattern was used to negate the effects the infill pattern has on the surface.

Two different thicknesses are considered, 2.1mm and 1.5mm, with a specimen design dimensions given in Figure 4.1. Where the 2.1mm specimens show a comparable UTS to standard size specimens, approximately 340MPa for HIP’d GRCop-42 specimens [40, 52], while the 1.5mm specimens show a decrease in YS, UTS, and elongation [40].

4.4.1 Surface Analysis

Surface topography, encompassing form, waviness, and roughness, of AM components has been identified as a prominent source of size effects in various studies. Notably, L-PBF Inconel 718 thin walls demonstrated a significantly shorter high cycle fatigue (HCF) life for specimens with as-printed surface when compared to machined specimens [139]. Another study concerning L-PBF Ti-6Al-4V highlighted the pivotal role of as-printed surface roughness in reducing the fatigue life, in the low cycle fatigue (LCF) regime [140]. Additionally, research on L-PBF 304 L stainless steel (SS) [141] and L-PBF 316L SS [142] emphasized that surface roughness served and the primary site for fatigue crack initiation in specimens with as-printed surfaces.

Furthermore, aside from stress concentration and potential crack initiation sites, surface topography also introduced measurement inaccuracies when quantifying the effective cross-sectional area. Thus, when determining the properties of
specimens with varying sizes, it is important to accurately measure the effective cross-sectional area, as the surface topography plays a major role in AM components. This phenomenon has been corroborated in various materials and AM deposition techniques, such as L-PBF 316L SS [71], L-PBF 304L SS [92], electron beam melting Ti64 [92], and DED GRCop-42 [124].

Given that fatigue cracks tend to initiate on the surface, it is essential to investigate the overall surface topography of specimens. For these reasons, this study conducted areal measurements at three randomly selected location on three distinct specimens for each condition (i.e., thickness and heat treatment condition), providing quantitative metrics for surface topography characterization. The following parameters were measured for surface characterization: average areal surface roughness ($Sa$), root mean square surface roughness ($Sq$), max measured valley depth ($Sv$), maximum measured peak height ($Sp$), and the collective range of maximum height of the surface ($Sz$). Table 4.11 shows the measured values of $Sa$, $Sq$, $Sv$, $Sp$, and $Sz$ calculated in accordance with equations Equation (3.1), Equation (3.2), Equation (3.3), Equation (3.4), and Equation (3.5), respectively.
Table 4.11: Measured surface topography values obtained for both thicknesses and heat treatment conditions.

<table>
<thead>
<tr>
<th></th>
<th>$Sa$</th>
<th>$Sq$</th>
<th>$Sv$</th>
<th>$Sp$</th>
<th>$Sz$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>as-built</td>
<td>19.9 ±1.5</td>
<td>24.8 ±1.8</td>
<td>79.4 ±8.7</td>
<td>90.3 ±10.3</td>
<td>169.6 ±12.3</td>
</tr>
<tr>
<td>HIP</td>
<td>20.0 ±2.8</td>
<td>25.1 ±3.3</td>
<td>74.5 ±7.9</td>
<td>90.7 ±14.6</td>
<td>165.2 ±18.2</td>
</tr>
<tr>
<td>2.1mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>as-built</td>
<td>20.9 ±2.3</td>
<td>26.0 ±2.5</td>
<td>76.7 ±5.3</td>
<td>83.7 ±8.3</td>
<td>160.4 ±10.8</td>
</tr>
<tr>
<td>HIP</td>
<td>20.3 ±2.0</td>
<td>25.2 ±2.3</td>
<td>73.2 ±10.5</td>
<td>89.2 ±9.0</td>
<td>162.4 ±17.1</td>
</tr>
</tbody>
</table>

The specimens exhibited similar values for all quantified surface topographic features, indicating that the surface topography of the AM specimens remains consistent across varying specimen thickness or heat treatment conditions. It has been suggested that stress concentrations resulting from the surface roughness of specimens lead to a decrease in YS, UTS, elongation, and Young’s Modulus [71, 92, 93]. Furthermore, the magnitude of the stress concentration also depends on the magnitude of the surface roughness [94]. Therefore, it is plausible that the present surface roughness on these specimens may not be sufficiently large to induce significant stress concentration. Nonetheless, it still has the potential to result in inaccuracies when measuring cross-sectional areas with contact devices, such as calipers, and need to be accounted for.

Furthermore, specimens with varying thicknesses but a similar surface roughness imply that surface irregularities occupy a larger percentage of the
caliper measured cross-sectional area. Consequently, thinner specimens have a smaller load-bearing area compared to their thicker counterparts.

### 4.4.2 Quasi-static Tests

Quasi-static tensile tests were conducted to obtain mechanical properties, including YS, UTS, and elongation. These properties served as basis for establishing the appropriate parameters for subsequent fatigue testing. In this regard, two specimens were subjected to tensile tests for each thickness and heat treatment condition (as-built and HIP) to verify the ramifications of size effects in the mechanical response of specimens.

Figure 4.32 displays the engineering stress-strain curves for both thicknesses in the (a) as-built and (b) HIP’d conditions. Additionally, Figure 4.33 displays a bar chart for the YS, UTS, and elongation for 1.5mm and 2.1mm specimens in the same conditions. The evident size effect that is observed across both as-built and HIP’d specimens highlights the persistent size effects, which remain independent of, or are not entirely mitigated by, the employed heat treatment.
A distinct size effect is observed, where the 2.1mm specimens exhibit higher elongation and strength relative to their 1.5mm counterparts. Additionally, HIP’ing lowered the strength of specimens for both thicknesses but increase the total elongation prior to failure.

It is noteworthy to mention that the authors have previously documented the quasi-static behavior of L-PBF GRCop-42 [40]. Consequently, only two specimens were utilized for tensile testing to corroborate that the current specimens
exhibited behavior consistent with previously reported results. It is also im-
portant to note that, while the printers and specific process parameters, including
laser powder and scanning speed, differed between both sets of specimens, the en-
ergy density remained relatively constant (approximately 75J mm$^{-3}$). The tested
specimens displayed similar trends, featuring a decreasing strength and elonga-
tion with decreasing thickness. This observation suggests that the size effects are
not solely contingent on the specific printer and specific process parameters.

Comparing HIP’d specimens to their as-built counterparts reveals a sig-
nificant decrease in both YS and UTS across all specimens. Notably, the 2.1mm
specimens exhibited a 42% decrease in YS and a 27% decrease in UTS, while the
1.5mm specimens showed a 39% decrease in YS and a 28% UTS reduction. This
behavior is expected, as HIP is known and employed to relieve residual stresses in
L-PBF metals [99], which could be detrimental to the mechanical properties [143].
Conversely, HIP’ing led to an increase in elongation for both specimen thicknesses.
Specifically, 1.5mm specimens exhibited a 59% increase in elongation, while the
2.1mm specimens showed an 80% elongation increase. HIP’s positive influence
on elongation has also been documented for Inconel 718, improving it by 20%
compared to as-built specimens [17, 139].

Moreover, HIP induced a minor alteration in the magnitude difference of
strength and elongation between the two thicknesses. In as-built specimens, the
YS, UTS, and elongation were 6%, 2%, and 9% higher, respectively, for the 2.1mm
specimens compared to the 1.5mm specimens. In the case of HIP’d specimens,
the 2.1mm specimens exhibited a 1% higher YS, 3% higher UTS, and 19% higher
elongation compared to the 1.5mm specimens. Although the difference in strength between the two thicknesses remains relatively small, a significantly difference in elongation is observed in HIP’d specimens. The higher elongation is attributed to the reduction in porosity following HIP, a trend consistent with prior observations showing increased elongation to failure with thicker specimens for GRCop-42 [40] and Inconel 718 [139].

Table 4.12 details the Young’s Modulus, YS, UTS, and percent elongation values for both 1.5mm and 2.1mm specimens in both as-built and HIP’d conditions.

Table 4.12: Average mechanical properties along with their respective standard deviations obtained from the quasi-static test.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Young’s Modulus (GPa)</th>
<th>YS (MPa)</th>
<th>UTS (MPa)</th>
<th>Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As-built</td>
<td>96.1 ±3.3</td>
<td>265.5 ±0.0</td>
<td>438.4 ±1.2</td>
<td>16.0 ±0.3</td>
</tr>
<tr>
<td>HIP</td>
<td>82.7 ±2.0</td>
<td>161.0 ±0.8</td>
<td>317.1 ±1.8</td>
<td>25.4 ±1.3</td>
</tr>
<tr>
<td>2.1mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>As-built</td>
<td>82.4 ±1.1</td>
<td>281.0 ±0.8</td>
<td>447.9 ±1.0</td>
<td>17.5 ±1.7</td>
</tr>
<tr>
<td>HIP</td>
<td>94.5 ±1.7</td>
<td>162.8 ±0.0</td>
<td>327.2 ±0.4</td>
<td>31.5 ±0.0</td>
</tr>
</tbody>
</table>

A reduction in both YS and UTS, along with decreased elongation, is evident as the specimen thickness decreases from 2.1mm to 1.5mm in both as-built and HIP’d conditions. Similar trends of declining YS, UTS, elongation, and Young’s modulus have been documented in previous studies involving various
metals. Notably, L-PBF 316L stainless steel [71], L-PBF 304L stainless steel [92], and electron beam melting Ti64 [92] exhibited a similar behavior. These reductions were attributed to the surface roughness of the specimens, which generates stress concentrations and reduced the load-bearing area.

Additionally, GRCop-42 specimens also displayed a reduced strength and elongation with decreasing specimen thickness in a prior study [40]. However, in the case of GRCop-42, the decrease in strength and elongation were attributed to increased internal defects as specimen thickness decreased. It is well established that porosity has detrimental effects on the mechanical properties of AM materials, as evidenced in studies involving AM Ti-6Al-4V [96, 24], AM stainless steels [97], and others materials [98].

4.4.3 Fatigue Tests

The influence of specimen size and heat treatment condition regarding fatigue life were investigated. Tests were conducted in a load-controlled tensile-tensile ($R = 0.1$) experiment setup, at ambient temperature and air. Each test configuration consisted of eight specimens for each thickness in both as-built and HIP’d condition, loaded along the BD axis, with four specimens for each setup. Testing was carried out either until failure or up to $10^6$ cycles, employing $\sigma_{\text{max}} = \frac{2}{3}\sigma_y$, where $\sigma_y$ was determined as the 0.2% YS offset from the tensile tests detailed in section Section 4.4.2. Table 4.13 provides an overview of the fatigue test results for each thickness, heat treatment condition, cycles to failure, and applied stress. Note that the applied stress, being defined in relation to the YS, exhibited
variations across different thickness and heat treatment condition combinations. Figure 4.34 portrays the S-N (stress-number of cycles) graphs derived from the fatigue tests. Notably, thinner specimens exhibited a higher degree of scatter.
**Table 4.13:** HCF life cycles are summarized for 1.5mm and 2.1mm specimens in both as-built and HIP’d conditions. HIP’d specimens consistently withstood $10^6$ cycles without failing, while as-built specimens failed at significantly lower cycles.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Condition</th>
<th>Cycles</th>
<th>Stress (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>as-built</td>
<td>125,014</td>
<td>175</td>
</tr>
<tr>
<td>1.5mm</td>
<td>as-built</td>
<td>71,493</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>as-built</td>
<td>79,964</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>as-built</td>
<td>119,105</td>
<td>175</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>104</td>
</tr>
<tr>
<td></td>
<td>as-built</td>
<td>101,172</td>
<td>193</td>
</tr>
<tr>
<td>2.1mm</td>
<td>as-built</td>
<td>111,321</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td>as-built</td>
<td>99,668</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td>as-built</td>
<td>97,085</td>
<td>193</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>HIP</td>
<td>1,000,000</td>
<td>110</td>
</tr>
</tbody>
</table>
Figure 4.34: S-N graphs for both (a) 1.5mm and (b) 2.1mm specimens in as-built and HIP’d conditions reveal that as-built specimens failed at approximately $10^5$ cycles for both thicknesses, whereas HIP’d specimens endured testing until $10^6$ cycles before the test was stopped.

As-built 1.5mm specimens exhibited an average of 98,894 ± 23,421 cycles to failure, with greater variability in comparison to as-built 2.1mm specimens, which failed at an average of 102,312 ± 5,403 cycles to failure. In contrast, HIP’d specimens successfully endured testing for $10^6$ cycles without failing, regardless of thickness. Moreover, both thicknesses demonstrated relatively consistent cycles to failure for the as-built and HIP’d specimens, with the latter exhibiting significantly higher fatigue life. This indicates that HIP’ing greatly enhances the fatigue life of L-PBF GRCop-42 due to its ability on minimize internal porosity. This phenomenon was observed for selective laser melting (SLM) AlSi$_{10}$Mg, where the improvement of fatigue strength was attributed to a 64% decrease in porosity and
the formation of intermetallic phases, improving the resistance to fatigue crack growth [144]. A similar behavior was also observed in Inconel 718 [139], where it was found that a lack of pores in the specimens delayed the fracture, leading to increased elongation in HIP’d specimens when compared to as-built specimens.

Furthermore, in AM alloys, it has been reported that surface roughness plays a larger role in the fatigue strength of as-built specimens, as near surface defects tend to have higher stress concentrations than internal defects [136]. However, once specimens are machined, cracks are seen to initiate within internal defects [145]. Other material attributes of AM alloys, such as microstructural inhomogeneities, residual stresses, and anisotropy have a more substantial influence on response once the effects of surface roughness and internal defects are minimized [27].

Given that all specimens had an as-printed surfaces, with no additional surface finishing steps applied, it is presumed that internal defects have a more significant influence on the reduction in fatigue life compared to surface conditions. This is due to the reduction in internal defects in HIP’d specimens, resulting in an extended fatigue life. Additionally, since both thicknesses experienced a similar cycle to failure at stresses of approximately 66% for their respective YS, it is assumed that at an equivalent stress levels, thicker specimens would exhibit longer fatigue life than their thinner counterparts. This assumption is reasonable as the specimens would have a similar crack propagation rate under the same amplitude. Consequently, thicker specimens would possess longer crack propagation lives than their thinner counterparts [133].
4.4.4 Porosity Measurements

Internal defects and microstructural characteristics resulting from the AM process are contributing factors to the observed size effect. A study involving L-PBF GRCop-42 [40] identified internal porosity as the primary driver of size effects during quasi-static testing as specimens thickness decreased from 2mm to 0.7mm. Additionally, L-PBF 316L tensile specimens demonstrated finer grains near the surface, resulting from the outer contour pass, which covered a larger percentage of the cross-sectional area in thinner specimens. This phenomenon led to an increase in yield strength (YS) and a decrease in elongation as the specimen width decreased [146]. Moreover, the influence of surface roughness diminished compared to internal defects when a larger lack of fusion defects were present [147]. Therefore, internal defects need to be fully characterized to understand their influence on quasi-static and fatigue behavior of AM components.

Defects resulting from AM deposition methods can be mitigated through post-fabrication processes such as heat treatments and machining. Notably, HIP has demonstrated efficacy in reducing the internal defects in AM components [36, 37, 38, 39]. It is noteworthy to mention that HIP’s effectiveness is limited in addressing surface-connected or near surface porosity [38, 39]. Additionally, HIP is generally ineffective in reducing porosity in fine structures including thin walls and lattice structures [40, 2]. Furthermore, larger pores may be flattened during HIP, leading to morphological changes that cannot be detected via µCT and may detrimentally impact fatigue life [27].
To comprehensively assess the role of internal defects in damage evolution and crack propagation, the porosity was quantified in pristine specimens for both thicknesses and heat treatment conditions via µCT scans. Porosity was also assessed for one specimen of each thickness in the HIP’d condition after undergoing fatigue testing to investigate changes in porosity distribution during cyclic loading. It is important to note that µCT scans were conducted prior to the detection of any visible cracks to avoid interference from fracture surfaces or micro-cracking. Table 4.14 summarizes the scanned volume, total pore volume, and percent porosity for both 1.5mm and 2.1mm specimens in the as-built pristine, HIP pristine, and HIP fatigued conditions.

**Table 4.14:** Total scanned volume, total pore volume, and calculated porosity percentage for specimens in each thickness and heat treatment, and testing condition.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Total Volume (mm³)</th>
<th>Pore Volume (mm³)</th>
<th>Porosity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>as-built</td>
<td>94.87</td>
<td>0.19</td>
<td>0.20</td>
</tr>
<tr>
<td>1.5mm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIP pristine</td>
<td>82.48</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>HIP fatigued</td>
<td>97.76</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>as-built</td>
<td>142.78</td>
<td>0.08</td>
<td>0.06</td>
</tr>
<tr>
<td>2.1mm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HIP pristine</td>
<td>114.39</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>HIP fatigued</td>
<td>151.49</td>
<td>0.02</td>
<td>0.01</td>
</tr>
</tbody>
</table>
The overall porosity percentage is higher for thinner specimens regardless of heat treatment condition. In the as-built condition, the 1.5mm specimens exhibited over three times the porosity percentage of the 2.1mm specimens. HIP’ed specimens show a reduction in porosity for both thicknesses, with the greatest impact observed in thinner specimens. However, 1.5mm specimens continue to exhibit a higher porosity percentage than their 2.1mm counterparts. HIP was shown to be effective in reducing internal porosity, as evidenced by the decreased volume percentage in HIP’ed specimens for both thicknesses when compared to the as-built specimens. This observation aligns with prior research findings [40, 37, 81]. Figure 4.35 showcases the 3D reconstruction of μCT scans and bar charts, illustrating porosity percentages and their respective volumetric pore sizes for specimens in the as-built pristine, HIP’ed pristine and HIP’ed fatigued conditions.
Figure 4.35: 3D µCT data reconstruction for the porosity analysis and the number of pores with their respective pore volume for (a)(d)(g) as-built specimens, (b)(e)(h) HIP’d pristine specimens prior to fatigue, and (c)(f)(i) HIP’d specimens post fatigue. HIP’d pristine is shown to significantly reduce the porosity percentage compared to as-built specimens, especially small pores. However, on HIP’d post fatigue specimens, small and medium pore percentages increased, with a lower percentage of larger pores.

The analysis of porosity reveals that in as-built specimens, the percentage of smaller pores is higher for 2.1mm specimens (up to 5,000 µm³). However, for pores larger than 5,000 µm³, 1.5mm specimens exhibit a higher percentage. In HIP’d pristine specimens, the pore percentages are comparable for both thicknesses relative to their respective pore volumes. Furthermore, a more substantial reduction in smaller pores, relative to larger pores, indicates that HIP is more effective in closing smaller pores (<25,000 µm³). These results are consistent with a previously published paper on size effects of GRCop-42 [40], which demonstrated that HIP had little effect on addressing larger pores. In HIP’d fatigued specimens,
the percentage of smaller pores (ranging from 2,500µm³ to 25,000µm³) is higher compared to HIP’d pristine specimens. However, pores larger than 25,000µm³ experience a progressive reduction when compared to HIP’d pristine specimens. Additionally, 2.1mm specimens exhibited a higher percentage of small pores (< 10,000µm³) compared to 1.5mm specimens, while pores larger than 10,000µm³ are higher on 1.5mm specimens.

Figure 4.36 presents the percentage of porosity associated with each pore volume for 1.5mm and 2.1mm specimens in the as-built condition, pristine HIP’d condition, and fatigued HIP’d condition.

![Figure 4.36](image)

**Figure 4.36:** Porosity percentage with respect to pore volume for (a) 1.5mm and (b) 2.1mm specimens in the pristine as-built condition, pristine HIP’d condition, and fatigued HIP’d condition.

The near absence of pores smaller than 2,500µm³ and the increase in pores between 5,000 and 25,000µm³ post fatigue testing suggest void coalescence. The progressive decrease in the percentage of larger pores (< 25,000µm³) is likely an artifact of the increase in smaller pores, as evidenced by a 30% and 43% increase for pores smaller than 25,000µm³ for fatigued 1.5mm and 2.1mm specimens compared to the pristine specimens, respectively. This decrease in larger pores may
be due to the redistribution of material caused by the closure of smaller pores, reducing the percentage of larger pores. Previous studies have indicated that during HCF of α-iron at a constant stress amplitude of 70% of the YS, pore growth was more likely than pore formation, leading to an increase in pore size without a significant change in the overall pore ratio. This phenomenon occurred in specimens subjected to cycling between 37%-73% of the fatigue life [148]. In contrast, during HCF of aluminum 7075-T6 under tensile mean stresses of 0MPa and 194MPa for 75% of the fatigue life led to pore formation instead of growth. This was attributed to the increase in pores with an area of 10µm², with no significant pores larger than that size being found [149].

To directly establish a correlation between fatigue cycling and internal porosity, two additional 2.1mm specimens were subjected to µCT scans before and after undergoing fatigue testing to 10⁶ cycles at 110 MPa (two-thirds of the YS). The porosity of these specimens was then measured at the same location. Figure 4.37 illustrates the porosity percentage found in HIP’d 2.1mm specimen in the pristine and post fatigue conditions. The specimen underwent the following sequence: (1) µCT - (2) HCF testing - (3) µCT.
Figure 4.37: Porosity percentage with respect to the pore volume found on a HIP’d 2.1mm specimen before and after fatigue testing to $10^6$ cycles. Porosity increases for pores larger than 2,500µm up to 25,000µm for fatigued specimens and a similar porosity percentage or slight decay for pores larger than 25,000µm.

Similar to previous findings, the porosity percentage increased for pores with sizes ranging from 2,500µm$^3$ to 25,000µm$^3$ after fatigue. In contrast, pores larger than 25,000µm$^3$ displayed a similar or slightly higher pore percentage for pristine specimens. The trend indicates that smaller pores decreased while larger pores increased or remained unchanged after fatigue. Analysis of the total number of pores in the specimen indicated an overall reduction in porosity for all pore size ranges, along with a decrease in total pore volume from 0.07mm$^3$ for pristine specimens to 0.04mm$^3$ for tested specimens. However, a larger reduction ($\approx 48\%$) was observed in pores smaller than 2,500µm$^3$, suggesting that pore growth was more likely than new pore nucleation.
4.4.4.1 Quasi-static test post fatigue

The existing fatigue history of a component has been demonstrated to influence its mechanical properties, including parameters such as YS, UTS, and elongation as evidenced in previous studies [148, 149, 150]. However, it is crucial to recognize that the mechanical response of fatigued specimens cannot be readily extrapolated, as the underlying mechanisms by which a material yields and fails are not the same as the ones active in fatigue. Additionally, factors such as microstructure, internal defects, and surface topography have varying effects on fatigue behavior compared to YS and ductility. Thus, the damage accumulated during cyclic loading was investigated through quasi-static tests of fatigued specimens.

To investigate the consequence of cyclic loading on the subsequent mechanical properties, tensile testing was conducted on one HIP’d specimen for each thickness, 1.5mm and 2.1mm, following fatigue testing. The results of these tests, following fatigue testing to $10^6$ cycles at approximately 66% of the YS, are displayed in Figure 4.38, which illustrates the engineering stress-strain response of the 1.5mm and 2.1mm HIP’d specimens.
Although little change (less than 5%) in the strength was observed for both specimens, there was a considerable reduction in elongation for both HIP’d specimens. 1.5mm specimen exhibited a substantial reduction in elongation, 61%, decreasing from 27% to 11%, while the 2.1mm specimen displayed a 17% reduction in elongation, dropping from 32% to 27%. This decrease in elongation signifies the impact of damage accumulation during fatigue testing, which led to reduced ductility in these specimens.

The more pronounced reduction in elongation observed in the thinner specimen following fatigue loading eludes to a greater degree of damage accumulation in thinner specimens during cyclic loading. Indeck et al. [148] reported approx-
imately 20% decrease in YS, UTS, and ductility of α-iron during quasi-static testing after cycling loading to 31%-94% of the fatigue life. Similarly, in the case of aluminum 7075-T6 subjected to 75% of its fatigue life at a mean stress of 194MPa, a 7% decrease in strength was observed, which was attributed to fatigue induced porosity, with no significant impact on elongation [149].

4.4.5 Fractography

Fractography was conducted on specimens post tensile and fatigue testing to gain insights into damage accumulation in the gage section and fracture surface. The specimens were optically imaged perpendicular to the fracture plane, enabling the investigation of damage accumulation in the gage section. Further, fractography was conducted on the fracture surface using an SEM to identify features indicative of ductile and brittle fractures.

Figure 4.39 displays the fractured specimens observed perpendicular to the fracture plane for both 1.5mm and 2.1mm specimens in the as-built and HIP’d conditions. It also includes a comparison between fatigued specimens and quasi-statically tested specimens.
Fatigued specimens exhibited relatively flat fractures when observed perpendicular to the fractured plane in both as-built and HIP’d conditions. Addi-
tionally, cracks were found to nucleate and propagate perpendicular to the load direction, along the width of the gage section. In contrast, quasi-static tests conducted on pristine specimens resulted in slanted fracture surfaces with visible shear lips, characteristic of ductile overload. Notably, pore coalescence was also observed throughout the gage section, particularly near the fracture surface, for both fatigued and pristine specimens. Seltzman et al. [54] found that GRCop-84 tested under quasi-static loading failed due to void nucleation, which originated from the fractured Cr$_2$Nb intermetallic phase in the copper matrix. This was identified through the presence of Cr$_2$Nb precipitates inside over 80% of the ductile dimples in the fracture surface. Therefore, it is likely that defects near the surface play a more significant role in the fatigue life than pore nucleation originating from fractured Cr$_2$Nb particles.

Figure 4.40 illustrates the fracture surfaces of 1.5mm and 2.1mm specimens, in both as-built and HIP’d conditions. In the case of as-built specimens, fatigue testing was carried out until failure occurred. In contrast, HIP’d specimens were subjected to $10^6$ fatigue cycles and subsequently subjected to quasi-static testing.
Figure 4.40: Fracture surface for 1.5mm and 2.1mm specimens in both as-built and HIP’d conditions. (a) shows the 1.5mm as-built fracture surface with a zoomed in version at (b) showing unmelted powder and a further zoomed in image (c) showing striation marks. Part (d) shows the 1.5mm HIP’d fracture surface with zoomed in sections at (e) and (f) to show brittle fracture starting at the corners of the specimen. Part (g) shows the 2.1mm as-built fracture surface with two zoomed in locations at (h) and (i) to show unmelted powder and striation marks, respectively. Part (j) shows the 2.1mm HIP’d fracture surface with a zoomed in version (k) showing a defect surrounded by ductile dimples and a further zoomed in image (l) to show a debonded particle from the matrix.

Although all fractured specimens appear to have the fracture starting at or near the surface, the fracture surfaces for as-built and HIP’d specimens demonstrate significant differences. As-built specimens exhibited a substantial portion, over three-quarters, of the fracture surface characterized by brittle features, as evident in Figure 4.40 (a) left-to-right, with the remaining section displaying an
overloaded appearance, indicated by a duller fracture surface. The as-built spec-
imens also exhibited striation marks, which are evidence of cyclic loading effects, 
and revealed internal porosity along with unmelted powder, as can be seen in Figure 4.40 (b), (c), (h), and (i).

In contrast, HIP’d specimens displayed differences in their fracture sur-
faces, as depicted in Figure 4.40 (d) and (j). Although brittle features, such 
as cleavage, were observed at the corners, the majority of the surface exhibited 
ductile dimples due to overloading during subsequent quasi-static testing. Fur-
thermore, it was noted that certain particles were debonded from the matrix, as 
illustrated in Figure 4.40 (l), which could lead to porosity formation [54].

The extent of brittle fracture was more pronounced on the fracture surfaces 
of 1.5mm specimens in comparison to both 2.1mm as-built and HIP’d specimens. 
This observation aligns with finding of Wang et al. [134], who reported that the 
area corresponding to fatigue propagation in specimens with varying diameters 
(3mm, 5mm, and 7.5mm) accounted for approximately 50% of the fracture sur-
face. Wang et al. attributed this phenomenon to the Paris equation, which states 
that, under equivalent stress amplitudes, the crack propagation should exhibit 
similar behavior in specimens of different thicknesses. The size effects on HCF 
life was also observed in HIP’d thin-walled Inconel 718, where HCF life increased 
with increasing specimen thickness [139]. Consequently, thicker specimens were 
found to possess a higher fracture toughness and displayed delayed fracture initi-
ation.
Lastly, it was observed that fractures appear to initiate at the corners of the cross-sectional area, suggesting a propensity for crack formation in close proximity to pores near the material surface or surface defects. This observation aligns with the principle that defects located near the surface create more pronounced stress concentrations compared to internal defects [136].
Chapter 5. Conclusions

This study investigates the size effects on mechanical properties of GRCop-42 specimens fabricated using L-PBF and DED techniques. A comprehensive analysis including quasi-static tensile testing, porosity assessments, surface topography examination, microstructural characterization, high cycle fatigue testing and damage accumulation, and fractography, was conducted to elucidate the observed behaviors. The key findings are summarized as follows:

- **Size effects and deposition method:** In L-PBF specimens, there is an evident reduction in mechanical properties as the specimens thickness decreases. This decline is attributed to increased internal porosity in thinner specimens. However, DED specimens display a different trend, with mechanical property variations primarily linked to specimen orientation. Where, horizontal specimens with as-printed surfaces exhibit comparable YS, UTS, and elongation regardless of thickness or powder composition. Conversely, vertical specimens with as-printed surfaces show approximately 6% higher elongation for thicker specimens compared to thinner ones, as well as a significant reduction in elongation (approximately 47% for thinner and 41% for thicker specimens) compared to horizontal specimens. This is attributed to the larger load-bearing area in thicker specimens, enabling
them to resist stresses generated in interlayers and resist crack propagation through the cross-section. These results highlight that the size effects in GRCop-42 are heavily influenced by the fabrication method.

- **Surface finish:** Surface finish influences the tensile response of L-PBF and DED specimens differently. L-PBF polished specimens exhibit only a minor difference (within 6%) in flow stress compared to as-printed specimens. In contrast, DED polished specimens, whether horizontal or vertical, display consistent elongation and strength, irrespective of specimen thickness or powder composition. This highlights the significance of surface waviness and roughness on the mechanical response, as they create stress concentrations and reduce the effective load-bearing area that resists crack propagation in DED specimens.

- **Cross-sectional area measurement:** The method employed for cross-sectional area measurements significantly influences the reduction in strength with decreasing thickness. Caliper measurements tend to overestimate the load-bearing area, leading to inaccuracies as specimen thickness decreases. Optical microscopy measurements also reflect a decreasing trend in strength with decreasing specimen thickness but lack the accuracy of load-bearing area measurement and is destructive, therefore, this method does not allow the same pristine specimens to be both measured and tested. µCT scans offer precise load-bearing area estimates but also are costly and time-consuming. Therefore, relating surface topography values such as $Sp$ to caliper measurements is suggested as a cost-effective alternative. However,
it is important to note that the equation to obtain the calibrated cross-sectional area, $A_c$, is dependent on the fabrication method and the post processing steps, such as cutting, machining, grinding, and polishing.

- **Surface topography:** Surface topography in both L-PBF and DED remain consistent across various thicknesses. While this is positive for surface topography predictability, it implies that thinner specimens have a smaller percentage of the measured cross-sectional area acting as a load-bearing area. Additionally, the surface topography varies significantly between the two deposition methods. For instance, L-PBF specimens have relatively flat surfaces with a high degree of partially melted powder and loose powder adhered to the surface. While, DED specimens display significant waviness produced during deposition, resulting in sharp valleys acting as stress concentration zones, facilitating crack initiation. Moreover, the DED deposition method resulted in smaller interlayer areas, contributing to decreased resistance to crack propagation. The stress concentration, coupled with a smaller area, is presumed to account for the lower elongation in as-printed vertical DED specimens. In summary, surface topography played a minor role in the tensile response of L-PBF specimens and a major role in DED specimens.

- **Porosity:** Porosity is known to substantially impact the mechanical properties of specimens and it is highly dependent on deposition method and process parameters. The volume ratio of porosity in L-PBF specimens increases as thickness decreases, with HIP being more effective at reducing
porosity in thicker specimens. Notably, HIP is more efficient in closing smaller pores than larger ones. Furthermore, increased porosity in the thinner specimens promotes the formation of crack networks, reducing strength with decreasing thickness. This is substantiated by the smaller decrease in tensile properties for HIP’d specimens with decreasing thickness compared to as-built specimens. HIP’d DED specimens exhibit minimal porosity in all specimens regardless of build thickness or powder composition, indicating fully dense specimens. This further emphasizes the influence of porosity on tensile property reduction in L-PBF specimens but not in DED specimens.

- **Microstructure and Texture:** Both L-PBF and DED specimens displayed consistent grain structure and crystallographic texture regardless of thickness, powder composition, or heat treatment condition. Grain growth occurs epitaxially along the build direction, with DED specimens exhibiting a striped (zigzag) pattern due to laser path effects while L-PBF specimens displayed epitaxial growth normal to the build direction with a morphology resembling the melt pools forming during the deposition process. Perpendicular to the build direction (SD-TD plane), DED specimens depict small equiaxed grains near the edges built walls with larger grains in the center resulted from the single laser path deposition strategy, having a rapid cooling on the edges and a slow cooling in the center. In contrast, L-PBF specimens do not exhibit a "proper" grain morphology, with the grains’ morphology resembling the laser scan spots during the deposition. The crystallographic texture for LPBF and DED specimens also varies significantly for each depo-
sition process. Where, L-PBF displays a weak to moderate $<101>$ texture regardless of thickness and heat treatment condition while DED specimens present a strong $\{001\}<101>$ texture along the build direction. This indicates that microstructure and texture are more dependent on fabrication methods, build parameters, and scan strategy than on specimen thickness or heat treatment. It is noteworthy to mention that a similar microstructure among specimens of varying thickness suggest fewer grains in thinner specimens, resulting in fewer obstacles to impede dislocation movement, hence, reducing the ductility.

- **Fractography:** Fractography in L-PBF and DED specimens reveal distinct fracture mechanisms. L-PBF specimens do not show surface roughness-induced crack initiation, instead the observed pores along the fracture path suggest that crack propagation was facilitated due to internal porosity. Increased porosity in thinner L-PBF specimens plays a significant role in reducing mechanical properties with decreasing thickness. Conversely, DED specimens displayed interlayer separation upon uniaxial loading, which is more pronounced on vertical specimens due to the loads applied perpendicular to the interlayers. Furthermore, a higher degree of deformation was observed in between each layer for the as-printed DED specimens, and although deformation was also observed on polished specimens, the deformation was significantly lower, indicating internal factors at play in between the layers, requiring further investigation.
• **High cycle fatigue on L-PBF specimens:** As-built specimens exhibited failure after approximately $10^5$ cycles, while HIP’d specimens demonstrated enhanced fatigue endurance, withstanding up to $10^6$ cycles without failures independent of specimen thickness. Surface topography remained consistent across all specimens, regardless of thickness or heat treatment, and did not significantly influence fatigue life at the given stress level for each specimen. Consequently, it can be hypothesized that HIP significantly enhances fatigue life by reducing internal porosity.

• **Porosity post fatigue:** Post fatigue testing, specimens exhibited a trend of increasing small and medium-size pores percentage, ranging from 2,500µm$^3$ and 25,000µm$^3$. Despite an overall reduction in pore counts across all size categories after fatigue, smaller pores ($<2,500µm^3$) exhibited a greater decrease, implying a greater tendency for existing pores to grow rather than the initiation of new ones. Due to the limited number of specimens used in this investigation, additional work is warranted to further verify these results.

• **Tensile properties post fatigue:** Quasi-static testing conducted after the fatigue regime displayed a reduction in elongation for HIP’d specimens of both thicknesses. Specifically, 2.1mm specimens experienced a 17% decrease in elongation, while 1.5mm specimens demonstrated a substantial reduction, exceeding 60%, in elongation. This indicates that 1.5mm specimens accumulated greater damage during fatigue testing. This observation aligns with fractography findings, which revealed a more extensive area on
the fracture surface featuring brittle features in thinner specimens. It is worth noting that no statistical significance can be attributed to this test as only one specimen of each thickness was quasi-statically tested post fatigue.

- **Fatigue fractography:** The fracture surfaces of fatigued as-built specimens featured brittle fractures covering over half of the fracture surface, alongside significant porosity evident throughout the fracture surface for both specimen thicknesses. In contrast, HIP’d specimens, subjected to $10^6$ cycles and subsequently quasi-statically tested to failure, presented fracture initiation on the corners of the specimens, likely initiated during fatigue testing due to their brittle nature, with the remaining of the fracture surface being composed of ductile dimples, indicating a ductile overload fracture during quasi-static testing. Moreover, HIP’d specimens contained minimal porosity on the fracture surface, indicating that porosity has a significant impact on crack propagation during fatigue testing and the reduced fatigue life of as-built specimens.
Chapter 6. Future Work

6.1 Low Cycle Fatigue

LCF behavior characterization is of paramount importance for combustion chambers. Since a constrained liner operating in this environment is subjected to substantial stresses and strains, often exceeding 1%, resulted from thermal expansion and the generation of plastic strains [17]. Given that size effects were observed on the quasi-static and HCF testing, it is expected that they will also play a key role in the LCF life of components. However, it is unclear what characteristic of the components will be dominant. This study aims to investigate the size effects on LCF life of components to identify the dominant characteristics affecting LCF. Furthermore, given the different failure mechanisms at play for L-PBF and DED specimens, it becomes necessary to understand how size effects will impact the LCF life and mechanical properties of both deposition methods. Consequently, to properly design component used in LCF conditions, the mechanical properties need to be investigated considering the fabrication method and any post fabrication treatments including heat treatments and surface finishes.
6.2 Damage Accumulation during Fatigue Life

The purpose of this study is to investigate the effects that cyclic loading has on the subsequent material properties of materials. It was demonstrated that the elongation decreased for both specimen thickness after being cycled for 1,000,000 cycles. However, the number of specimens of specimens used for these results were limited and need to be further explored. Conducting interrupted fatigue testing and evaluating changes in the specimens microstructure, defects, and subsequent mechanical properties can enlighten the deformation mechanisms present and responsible for the decrease in mechanical properties. Moreover, the damage mechanisms were shown to vary significantly for each deposition method. For instance, L-PBF specimens showed porosity growth and coalescence while DED specimens depicted a higher degree of deformation located on the interlayers for specimens with both as-printed and polished surfaces. Therefore, a better understanding of the underlying deformation mechanisms is crucial.

6.3 Size Effects on Other Alloy Systems

Several industries benefit from reducing component size and weight. Understanding how this size reduction influences the mechanical behavior is key for the safe implementation of designs containing thin features. While the stress response is expected to remain constant with reducing cross-sectional area due to the relationship between force and area during quasi-static tensile testing, the current work demonstrates that this is not always the case. Where the yield strength,
ultimate tensile strength, and elongation decreases with decreasing specimen size, which were attributed to internal defects or surface topography. The purpose of this study is to identify if other alloys, specifically AM alloys, depict similar behaviors to GRCop-42 as the specimen size is reduced. As a result, size effects need to be studied for other alloys to ensure that the proper material properties are being employed during the design stage of components, thereby avoiding instances of unwarranted over engineering or premature material failure.

6.4 Influence of Powder Size on Mechanical Properties

The powder size and distribution can influence the deposition process and the resultant material properties. A study on AlSi10Mg alloy revealed that as the mean particle size decreased from 40µm to 9µm, the powder packing density and flowability of the 9µm powder decreased by 30% and 75%, respectively, compared to the 40µm powder. Consequently, the components fabricated using fine powder exhibited lower densities, higher oxygen content, diminished dimensional accuracy, and different microstructures [151]. Therefore, defining the optimal powder size and understanding how it influences resulting mechanical properties has a significant potential for advancing future research.

6.5 Use of Different Energy Sources to Melt GRCop-42

Due to copper’s high thermal conduction and high reflectivity to infra-red radiation, it requires higher power inputs for proper melting [12, 152, 153, 154, 155]. Exploring alternative laser sources, such as green or blue lasers, offers the
prospect of reducing power requirements. However, the impact of this on solidification behavior, microstructure, porosity, and resulting mechanical properties remain uncertain. Hence, a comprehensive characterization of the mechanical properties of components fabricated using different laser sources is imperative to assess the feasibility of employing different laser during the deposition of copper-alloy.

6.6 Determining a Critical Flaw Size

Given the significant role of porosity in the mechanical property decrease with specimen size of L-PBF GRCop-42 specimens, establishing the critical flaw size for components of specific thickness becomes increasingly important. Moreover, determining the critical flaw size is essential for the qualification of AM components. Non-destructive assessments on post-build components can then be conducted to ascertain the safety and suitability of AM components for operational conditions.
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Appendix A. Material Systems and Experimental Procedure

A.1 Tested Specimens: L-PBF

The number of specimens of each thickness and heat treatment is reported in Table 1. The number of specimens reported in Table 1 does not include the specimens machined to remove the surface roughness. Generally, at least two specimens of in each condition were tested. Table 1 also reports the dimensions each specimen as measured with calipers. The width and thickness values reported are averages of the width and thickness measured at three locations within the gauge section of each specimen.
**Table A.1**: Table showing the number of specimens of each thickness and heat treatment tested, and the dimensions of each specimen considered in the present study.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Caliper Measured Width (mm)</th>
<th>Caliper Measured Thickness (mm)</th>
<th>Caliper Measured Area (mm²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AB 0.7mm 1</td>
<td>5.55</td>
<td>0.730</td>
<td>4.05</td>
</tr>
<tr>
<td>AB 1.0mm 1</td>
<td>5.56</td>
<td>0.973</td>
<td>5.41</td>
</tr>
<tr>
<td>AB 1.0mm 2</td>
<td>5.58</td>
<td>0.987</td>
<td>5.51</td>
</tr>
<tr>
<td>AB 1.0mm 3</td>
<td>5.59</td>
<td>0.970</td>
<td>5.42</td>
</tr>
<tr>
<td>AB 1.7mm 1</td>
<td>5.62</td>
<td>1.700</td>
<td>9.55</td>
</tr>
<tr>
<td>AB 1.7mm 2</td>
<td>5.60</td>
<td>1.693</td>
<td>9.48</td>
</tr>
<tr>
<td>AB 2.0mm 1</td>
<td>5.63</td>
<td>2.287</td>
<td>12.87</td>
</tr>
<tr>
<td>AB 2.0mm 2</td>
<td>5.66</td>
<td>2.297</td>
<td>13.00</td>
</tr>
<tr>
<td>HIP 0.7mm 1</td>
<td>5.54</td>
<td>0.710</td>
<td>3.93</td>
</tr>
<tr>
<td>HIP 0.7mm 2</td>
<td>5.52</td>
<td>0.710</td>
<td>3.92</td>
</tr>
<tr>
<td>HIP 0.7mm 3</td>
<td>5.52</td>
<td>0.703</td>
<td>3.88</td>
</tr>
<tr>
<td>HIP 0.7mm 4</td>
<td>5.58</td>
<td>0.703</td>
<td>3.92</td>
</tr>
<tr>
<td>HIP 1.0mm 1</td>
<td>5.55</td>
<td>1.010</td>
<td>5.61</td>
</tr>
<tr>
<td>HIP 1.0mm 2</td>
<td>5.53</td>
<td>0.970</td>
<td>5.36</td>
</tr>
<tr>
<td>HIP 1.0mm 3</td>
<td>5.57</td>
<td>0.960</td>
<td>5.35</td>
</tr>
<tr>
<td>HIP 1.0mm 4</td>
<td>5.56</td>
<td>0.953</td>
<td>5.30</td>
</tr>
<tr>
<td>HIP 1.7mm 1</td>
<td>5.59</td>
<td>1.680</td>
<td>9.39</td>
</tr>
<tr>
<td>HIP 1.7mm 2</td>
<td>5.62</td>
<td>1.690</td>
<td>9.50</td>
</tr>
<tr>
<td>HIP 1.7mm 3</td>
<td>5.59</td>
<td>1.727</td>
<td>9.65</td>
</tr>
<tr>
<td>HIP 1.7mm 4</td>
<td>5.59</td>
<td>1.697</td>
<td>9.48</td>
</tr>
<tr>
<td>HIP 2.0mm 1</td>
<td>5.61</td>
<td>2.307</td>
<td>12.94</td>
</tr>
<tr>
<td>HIP 2.0mm 2</td>
<td>5.62</td>
<td>2.293</td>
<td>12.89</td>
</tr>
</tbody>
</table>
Table 2 presents the percentage decrease in Young’s modulus, yield strength, UTS, and elongation as thickness decreases. Stress values are calculated with areas determined through μCT scans. The decrease in Young’s Modulus as thickness is reduced from 2 to 0.7 mm is 37.6% for as-built specimens and 23.3% for HIP specimens. The decrease in Yield Strength and UTS is greater than 20% for both heat treatment conditions. Elongation in as-built specimens is reduced by nearly 50% for both as-built and HIP conditions.

Table A.2: Table showing the mechanical properties as specimen thickness decreases.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Young’s Modulus (GPa)</th>
<th>Yield Strength (MPa)</th>
<th>UTS (MPa)</th>
<th>% Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2mm AB</td>
<td>84.5 ±0.3</td>
<td>306.8 ±2.4</td>
<td>496.8 ±2.4</td>
<td>19.0 ±0.8</td>
</tr>
<tr>
<td>1.7mm AB</td>
<td>74.8 ±0.2</td>
<td>284.2 ±0.5</td>
<td>453.6 ±1.7</td>
<td>16.3 ±0.4</td>
</tr>
<tr>
<td>1mm AB</td>
<td>64.6 ±15.0</td>
<td>251.7 ±2.4</td>
<td>399.3 ±4.0</td>
<td>13.1 ±0.4</td>
</tr>
<tr>
<td>0.7mm AB</td>
<td>52.8 ±3.3</td>
<td>230.0 ±6.5</td>
<td>352.9 ±7.4</td>
<td>10.0 ±0.8</td>
</tr>
<tr>
<td>2mm HIP</td>
<td>91.2 ±0.2</td>
<td>173.0 ±2.9</td>
<td>345.4 ±1.8</td>
<td>22.6 ±2.4</td>
</tr>
<tr>
<td>1.7mm HIP</td>
<td>83.6 ±12.3</td>
<td>165.4 ±2.4</td>
<td>330.8 ±5.9</td>
<td>25.4 ±2.2</td>
</tr>
<tr>
<td>1mm HIP</td>
<td>71.5 ±26.9</td>
<td>144.7 ±4.2</td>
<td>287.3 ±9.9</td>
<td>19.7 ±3.0</td>
</tr>
<tr>
<td>0.7mm HIP</td>
<td>70.0 ±19.8</td>
<td>134.7 ±2.7</td>
<td>263.2 ±8.3</td>
<td>11.6 ±7.5</td>
</tr>
</tbody>
</table>
A decrease in mechanical properties with decreasing thickness is still apparent, but diminished when compared to stress calculations made using caliper measured area. In the as-built condition, a 35% decrease in UTS is observed between the 2.0mm and 0.7mm when area is measured with calipers; measuring these areas with optical microscopy shows only a 9% decrease, while measuring these cross-sectional areas with µCT scans shows a 29% decrease in UTS between the 2.0mm and 0.7mm specimens. A similar trend is observed in the HIP condition. This indicates that while the reduction in load-bearing area is at least partially responsible for the apparent decrease in strength, it is not the only factor. Furthermore, the percentage reduction in Young’s modulus, yield strength and UTS is greater in as-built specimens than in HIP specimens, indicating that heat treatment reduces the magnitude of the mechanical property decrease with decreasing thickness. This is consistent with data presented in [17, 52, 89].

A.2 Tested Specimens: LP-DED

Table 3 lists the Cr and Nb wt%, their ratios for each specimen in addition to trace elements in parts per million (ppm).
Table A.3: Chemical composition for the different deposited specimens.

<table>
<thead>
<tr>
<th></th>
<th>T1C1</th>
<th>T1C2</th>
<th>T2C1</th>
<th>T2C2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness (mm)</td>
<td>1.2</td>
<td>1.2</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>Cu</td>
<td>Remainder</td>
<td>Remainder</td>
<td>Remainder</td>
<td>Remainder</td>
</tr>
<tr>
<td>Cr (wt%)</td>
<td>3.13</td>
<td>3.30</td>
<td>3.13</td>
<td>3.30</td>
</tr>
<tr>
<td>Nb (wt%)</td>
<td>2.90</td>
<td>2.90</td>
<td>2.90</td>
<td>2.90</td>
</tr>
<tr>
<td>Fe (ppm)</td>
<td>40</td>
<td>30</td>
<td>40</td>
<td>30</td>
</tr>
<tr>
<td>O (ppm)</td>
<td>290</td>
<td>380</td>
<td>290</td>
<td>380</td>
</tr>
<tr>
<td>Al (ppm)</td>
<td>400</td>
<td>530</td>
<td>400</td>
<td>530</td>
</tr>
<tr>
<td>Si (ppm)</td>
<td>320</td>
<td>350</td>
<td>320</td>
<td>350</td>
</tr>
<tr>
<td>C (ppm)</td>
<td>&lt;100</td>
<td>&lt;50</td>
<td>&lt;100</td>
<td>&lt;50</td>
</tr>
<tr>
<td>S (ppm)</td>
<td>&lt;100</td>
<td>10</td>
<td>&lt;100</td>
<td>10</td>
</tr>
<tr>
<td>N (ppm)</td>
<td>&lt;100</td>
<td>&lt;10</td>
<td>&lt;100</td>
<td>&lt;10</td>
</tr>
<tr>
<td>Cr/Nb (wt% ratio)</td>
<td>1.08</td>
<td>1.14</td>
<td>1.08</td>
<td>1.14</td>
</tr>
<tr>
<td>Composition</td>
<td>C1</td>
<td>C2</td>
<td>C1</td>
<td>C2</td>
</tr>
</tbody>
</table>

Table 4 shows all specimens tested during this study. A total of 40 specimens were tested to ensure reproducibility of the uniaxial test results, including horizontal and vertical specimens in the unpolished condition, which have the as-built surface topography, and polished condition.
Table A.4: Quasi-statically tested specimens used for this study.

<table>
<thead>
<tr>
<th></th>
<th>As-printed</th>
<th></th>
<th>Polished</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Horizontal</td>
<td>Vertical</td>
<td>Horizontal</td>
<td>Vertical</td>
</tr>
<tr>
<td>T1C1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T1C2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T2C1</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>T2C2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>