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Abstract 

Many more devices are becoming smart devices that collect data about the user, including 

smart electrical meters. This data could be very useful in predicting future trends in energy 

consumption, but there are growing concerns for customers’ data privacy. The goal of this 

project is to create a federated learning system that will use smart meter data to train deep 

learning models to create energy consumption forecasts while preserving the privacy of the 

customers by keeping their data local to their system. In this project simulations of personalized 

federated learning are compared to federated learning and we explore some other factors of the 

base model, including the hidden layer parameters, that impact the performance of the model to 

see what produces a more accurate result.  

Introduction 

  Federated Learning (FL) is a type of machine learning that focuses on training a machine 

learning model when there is a lack of data in a centralized location [1]. Rather than training a 

model on a single server, FL uses a client/server model to allow many client machines to train a 

global model on data that is local to them, and then send their trained model back to the server 

[1]. Once the server receives models from the clients, different aggregation methods can be used 

to combine these local models to a new global model which is then distributed back to all the 

clients for more training [1]. FL provides an advantage when working with data that can not be 

aggregated due to being sensitive, since the model is the only information shared between the 

clients and the server, rather than the training data [2]. But FL faces challenges of providing high 

accuracy when data is distributed heterogeneously across the clients. In situations of non-

independently and identically distributed (non-iid) data, personalized federated learning (PFL) 

has been proposed as a solution. PFL is a subset of FL that introduces extra steps on the client-



 

side to better adapt the global model to the data present on the client to achieve a higher accuracy 

[6].  

  There are many applications of FL where data security and privacy are a concern due to 

the sensitive nature of data. In this paper we focus on the application of FL in energy forecasts 

by using smart electric meter data that was collected from multiple different households in India 

[4]. This data could benefit from the use of PFL as the number of points is not evenly distributed 

across all clients, thus being non-iid data that may not perform the best with typical FL 

methods. We focus on training an LSTM, Long Short Term Memory, model to see if we can 

create accurate predictions and how FL and PFL impact the predictions.  

Background 

The Data 

  For these simulations, smart electric meter data was used to see if PFL could increase the 

accuracy of energy consumption forecasting. The dataset consists of the readings from smart 

meters from multiple different houses in Uttar Pradesh, India [4]. The measurements were taken 

at three minute intervals and include the energy consumption, the average voltage and current 

from the meter respective meter [4]. For our model training we use the meter labels to split the 

data onto our clients, using each client to simulate a household, and we use the energy 

consumption, measured in kWh, for the training of our models. This is so the output of the 

trained model is a predicted forecast value of the future energy consumption for each of the 

households. Even though the data is taken in 3 minute intervals, each meter, or household does 

not have the same number of data points, causing the data to be unevenly distributed across the 

clients, or non-iid. When given to the model for training batches of 10 data points are used to 

represent half hour increments that the model can use to make a prediction about the next data 

point.  



 

The Base Model  

  For the base or client model in our simulations we are using a Long-Short Term Memory 

(LSTM) model. This is because these are a type of Recurrent Neural Network (RNN) that have 

been optimized for time-series problems [5]. This is done by adding blocks into the hidden layers 

of the models that remember the current state of the values for a certain period of time, given the 

model a form of memory [5].  Specifically, we are using a basic LSTM from Pytorch with an 

input size of 10 data points, which is our batch size and we changed the parameters of the hidden 

layer to try to improve the accuracy of the model. The hidden layers in an LSTM do calculations 

on the input to determine what the output should be [7]. By default, the LSTM model we started 

with had a singular hidden layer with 50 parameters [9]. We then changed the number of 

parameters to two to see how this impacted the outcome as the number of parameters in the 

hidden layer impacts the complexity of the model’s forecasting [9]. 

The FL and PFL Methods 

One of the most widely used FL algorithms is Federated Averaging or FedAvg, which 

implements aggregation by averaging the weights of each of the client models based on the 

number of local training rounds performed [3]. Once the model is averaged it is sent back to the 

clients for more local training [3]. FedBN is similar to FedAvg but it adds an extra layer of batch 

normalization to the model that is not transmitted back to the global model [8]. This batch 

normalization layer is not transmitted as keeping it local to the client allows the model to be 

more personalized to the client and its data [8]. For the non-batch normalization layers, they are 

still averaged using the FedAvg algorithm at the global level [8].  

Simulations  

  In this paper we run multiple simulations using the smart meter data to see what creates 

the best forecasting model. For these simulations, we ran a centralized model first, that had no 



 

federated learning, and used the entire dataset to train a singular model. We then ran both 

FedAvg and FedBN with three and five clients. For these simulations, that data was split as 

follows:  

Client 1: 14.8% 

Client 2: 29 % 

Client 3: 19.13 % 

Client 4: 19.13% 

Client 5: 17.89 % 

The client split was based on the data per meter, as each client was assigned the data for a 

singular household. For every federated learning and personalized federated learning simulation, 

we ran 50 global rounds and 3 local rounds. We then ran each of these sets of simulations on the 

base model that had 50 parameters in the hidden layer and the one that had 2 parameters in the 

hidden layer.  

50 Hidden Layer Parameters 

  We first ran all our simulations using a base LSTM with 50 hidden layer parameters, 

which was the default for this model. We first ran simulations for FedAvg that included the 

centralized LSTM model that used the entire dataset to train the model, as well as a three-client 

system and a five-client system. We then repeated the three and five client simulations for the 

FedBN algorithm to see how personalization changed the output. Figures 1 and 2 show the loss 

and accuracy for FedAvg and Figures 3 and 4 show the metrics for FedBN.  



 

 

Figure 1. The Average Loss of FedAvg Systems and Centralized LSTM with 50 Hidden Layer 

Parameters. 

 

Figure 2. The Average Accuracy of FedAvg Systems and a Centralized LSTM with 50 Hidden Layer 

Parameters. 



 

 

Figure 3. The Average Loss of FedBN Systems and a Centralized LSTM with 50 Hidden Layer 

Parameters. 

 

Figure 4. The Average Accuracy of FedBN Systems and a Centralized LSTM with 50 Hidden Layer 

Parameters. 

 

Looking at the average accuracy in the figures above, we can see that the maximum 

accuracy for FedAvg and FedBN was less than 0.5%. This could be due to the complexity of the 

hidden layer. Since we had 50 parameters in the hidden layer, the model should be able to detect 

more complex patterns, but it increases the time necessary to train the model [8]. Since the 

accuracy was very low to start and decreased or stayed near a consistent value over the 50 

epochs, we then decreased the number of hidden layer parameters to see how that impacted the 



 

model performance. We decrease the hidden layer parameters because the model is not properly 

learning the data patterns and may be overfitting causing inaccurate results.  

  When comparing the performance of FedAvg and FedBN we can see that FedBN does 

outperform FedAvg slightly in both accuracy and loss. This can be seen when looking at both the 

three and five client systems as shown below.  

 

Figure 5. The Loss Comparison between FedAvg and FedBN for Three Client System. 

 

 

Figure 6. The Accuracy Comparison between FedAvg and FedBN for Three Client System. 

 

FedBN performs better than the centralized LSTM and the FedAvg three system client in both 

accuracy and loss. When looking at the five client systems, we can see that FedBN still 



 

outperforms the FedAvg system, but the centralized model has a similar accuracy to the FedBN 

system. This does not happen with the FedBN or the centralized model, showing that averaging 

alone may have a negative effect on the accuracy of the model, but that when combined with 

batch-normalization is able to limit the decreasing accuracy.  

 

Figure 7. The Loss Comparison between FedAvg and FedBN for Five Client System. 

 

 

Figure 8. The Accuracy Comparison between FedAvg and FedBN for Five Client System. 

  

2 Hidden Layer Parameters 

Since 50 hidden layer parameters seem too complex for our dataset, we then changed the 

number of hidden layer parameters to 2. This is to see if we could stop the possible overfitting of 



 

the data. We first ran simulations for FedAvg that included the centralized LSTM model that 

used the entire dataset to train the model, as well as a three-client system and a five-client 

system. For the three-client system, the first three clients from the above list were used. Figure 9 

and Figure 10 show the average loss and accuracy for each of the systems per epoch.  

 

Figure 9. The Average Loss for the two FedAvg Simulations and the Centralized LSTM with 2 Hidden 

Layer Parameters. 

 

 

Figure 10. The Average Accuracy for the two FedAvg Simulations and the Centralized LSTM with 2 

Hidden Layer Parameters. 

 



 

Looking at the above results we can see that there is no change in the loss,  as well as no change 

in the accuracy, meaning that there was no learning happening in the model.  We then repeated 

the same simulations but using FedBN rather than FedAvg, whose results are shown below.  

 

Figure 11. The Average Loss for the two FedBN Simulations and the Centralized LSTM with 2 Hidden 

Layer Parameters. 

 

Figure 12. The Average Accuracy for the two FedBN Simulations and the LSTM with 2 Hidden Layer 

Parameters. 

The lack of learning in these simulations may indicate that the number of parameters in 

the hidden layers in the model are not enough to allow the model to properly learn any 

correlation between the data. If the model is not able to recognize or save patterns from the data 

then it is unable to improve.  



 

  When looking at the performance of FedAvg compared to FedBN we can see that the 

personalization has no impact on the results of the LSTM model. Below we can see that the loss 

for the three client systems is the same for the centralized, FedAvg and FedBN, although the 

accuracy of the FL systems is greater than the accuracy of the centralized system.  

 

Figure 13. The Loss Comparison between FedAvg and FedBN for Three Client System. 

 

Figure 14. The Accuracy Comparison between FedAvg and FedBN for Three Client System. 

  When looking at the comparison for the five client systems we can see that the loss for 

the FL algorithms were the same and they were slightly higher than the loss for the centralize 

system. We can also see that the accuracy of the FL systems was the same and was much better 

than the accuracy of the centralized system.  



 

 

Figure 15. The Loss Comparison between FedAvg and FedBN for Five Client Systems. 

 

Figure 16. The Accuracy Comparison between FedAvg and FedBN for Five Client Systems. 

Conclusion 

  Federated learning is a system that allows the use of data that is located in different 

sources and may not be able to be centralized. In this project we focused on how federated 

learning could be used to allow smart meter data to be used to create forecasts for future energy 

consumption. We focus on experimenting on federated learning and personalized federated 

learning to see the impacts on the performance of an LSTM model. We found that personalized 

federated learning does not particularly help increase the accuracy of the model but in some 

situations will keep the accuracy from decreasing or perform equal to the federated learning 

algorithms. We also found the number of parameters in the hidden layer of the LSTM play a 



 

significant role in the performance of the model as the accuracy significantly increased when the 

number of parameters decreased, but then the accuracy did not change between rounds, 

indicating that there was no training happening on the model.  

  These experiments showed that while federated and personalized federated learning had 

an effect on the performance of the LSTM model, the accuracy of the clients was not to a point 

that could be used for energy forecasting. The highest accuracy of any of the simulated clients 

was 85%, and the lowest was less than 0.02%. There are many factors that go into the 

performance of the model, a few of which were explored in this paper such as hidden layer 

parameters and federated learning. While we did not achieve a high performing model, we 

showed that it could be possible but that a more complex base model may be necessary. In this 

project we only used one hidden layer and one method of personalization, but data forecasting is 

a complex problem, and more research could explore using more complex base LSTM models 

that can be fine-tuned to the data as well as other personalized federated learning algorithms to 

see if a usable forecasting model could be created.  
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